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Abstract

Objectives: We dealt with the traditional measures of di-
versity and their sample estimates. We also studied a way
to compare sensitivity to changes of different measures of
diversity.
Methods: We proposed a new estimator of measures of
diversity. We compared our estimator with three estab-
lished estimators in a simulation study. We introduced a
function called sensitivity to changes of a measure of di-
versity H and we described its basic characteristics.
Results: The proposed estimator compares favorably
to other well established estimators. The sensitivity to
changes has a clear interpretation and is easy to compute.
Conclusions: The sensitivity of measure of diversity to
changes could be used to compare behavior of different
measures of diversity and to select one or few that are the
most suitable for a given problem.
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1 Introduction

In this paper, we dealt with functions that aim to cap-
ture the diversity of a given population. The diversity
may relate e.g. to the genetic diversity - diversity of alle-
les of a chosen gene, to the species diversity in a chosen
location, but also to a language or economic diversity. We
were namely interested in the situation when the amount
of diversity of the population depends solely on the pro-
babilities pi that an individual randomly sampled from
the population contains the i-th out of r possible different
mutually exclusive features. When these functions satisfy
some additional requirements (described in the next para-
graph) that are natural for a function that captures the
diversity of a population, they are called the traditional
measures of diversity.

More formally, traditional measure of diversity is
a real functions H defined on the domain ∆r =
{p = (p1, . . . , pr) :

∑r
i=1 pi = 1, pi ≥ 0 ∀ i} that is

• nonnegative,

• symmetric with respect to permutations,

• minimal when one pi = 1 (only one feature appears
in the population)

• maximal when all pi ≡ 1/r (features are uniformly
distributed),

• when one greater pi increases at the expense of one
smaller pj , the value of H(p) should not rise.

It may be useful to note that if a function H : ∆r → R+

is Schur-concave and nonnegative, it satisfies all five re-
quirements (see [3]).
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There are several frequently used traditional measures
of diversity. We present some of them in the next sec-
tion. Most of them are included or closely related to the
f -entropies - a family of generalized entropies - proposed
by Zvárová [1]. This family of entropies, their character-
istics and how they can be used as measures of diversity
is further studied i.e. in Zvárová, Vajda [2] and Horáček
[3].

2 Traditional Measures of
Diversity and Their Estimates

In this section, we introduce some of the most com-
mon traditional diversity measures like Simpson’s index,
Shannon’s entropy, Renyi’s entropy of order α, Hill’s index
and others. We introduce the topic of sample estimates
of traditional measures of diversity and we develop a new
type of estimator. Parts of sections 2 and 3 were pub-
lished in the proceedings of the 7th Summer School on
Computational Biology [4].

2.1 Examples of Traditional Measures of
Diversity

The most often mentioned and used diversity measures
include the number of features (e.g. alleles or species)

H0(p) =

r∑
i=1

I(0,1](pi)− 1

(where I denotes the identity function), the Simpson’s in-
dex

H2(p) = 1−
r∑
i=1

p2i

and the Shannon’s entropy

H1(p) = −
r∑
i=1

pi ln pi.

These three indices are generalized by the family of power
entropies

Hα(p) = (α− 1)−1

(
1−

r∑
i=1

pαi

)
, when α > 0, α 6= 1,

defined as limits when α = 0 (identical to number of fea-
tures) and α = 1 (Shannon’s entropy). When α = 2, we
get the Simpson’s index.

Another frequently mentioned and used indices include
the γ-entropic function

HA,γ(p) = (1− γ)−1

[
1−

(
r∑
i=1

p
1/γ
i

)γ]
, if γ > 0, γ 6= 1,

Hill’s index

HH,α(p) =

(
r∑
i=1

pαi

) 1
1−α

, when α > 0, α 6= 1

and Rényi’s entropy of order α

HR,α(p) = (1− α)−1 ln

(
r∑
i=1

pαi

)
, when α > 0, α 6= 1.

The introduced generalized parametric indices are handy
in several ways. Namely they could be used to improve
properties of some procedures based on the common Shan-
non’s entropy. When the Shannon’s entropy is replaced by
a suitable parametric index, its variable parameter could
be used to fine-tune the procedures. This is done e.g. in
Andrade and Wang [5].

2.2 Sample Estimates of Traditional
Measures of Diversity

Let p = {p1, . . . , pr} ∈ ∆r be a vector of unknown
probabilities pi that an individual randomly chosen from
a population has a feature of type Ai out of r possible
features. In this situation, the estimate of measure of
diversity H(p) is usually done on the basis of relative fre-
quencies p̂n = (X1/n, . . . ,Xr/n) = (p̂i, . . . , p̂r) of features
observed in a sample of n individuals selected from the
population randomly with replacement. In that case, the
distribution of the vector X = (X1, . . . , Xr) is multino-
mial M(n, p). Several estimators that use the observed re-
lative frequencies were suggested in the past. Their qual-
ities, namely their bias and variance, respectively their
mean squared error, may vary depending on the chosen
diversity index and on the population in which they are
used.

The most commonly used estimator, often called the
“plug-in” estimator, consists in simply replacing the un-
known probabilities pi with the observed relative frequen-
cies p̂i. However, despite p̂i is an unbiased estimate of pi,
the plug-in estimator is generally biased.

Sometimes, the bias could be easily corrected. For
example, the mean value of the plug-in estimate of Simp-
son’s index is

EH2(p̂n) = 1− n−2
r∑
i=1

EX2
i

= 1− n−2
r∑
i=1

[
varXi + (EXi)

2
]

= 1− n−2
r∑
i=1

[
npi(1− pi) + n2p2i

]
=

(
1− n−1

)
H2(p).

Thus, the unbiased estimate of Simpson’s index is

EJBI – Volume 7 (2011), Issue 1 c©2011 EuroMISE s.r.o.



Horáček, Zvárová – Traditional Measures of Diversity and Sensitivity of Power Entropies en21

where

pj,ε =
(p1, . . . , pj−1, pj + εpj , pj+1, . . . , pr)

1 + εpj
.

This way, the sensitivity of the measure H(p) to changes
in pj is defined as (a limit form of)

relative change of H

relative change of pj

and reflects the ratio between relative changes of H(p)
and pj when given pj alters by a small margin.

3.1 Sensitivity of Power Entropies

The derivation of the formula for sensitivity of power
entropies was done in Horáček [3]. If all pi > 0, the sensi-
tivity of power entropies satisfies

SHα(p|j) = α

r∑
i=1

pα−1i (pi − δij)

1−
r∑
i=1

pαi

,

if α 6= 1 and

SH1(p|j) =

r∑
i=1

(pi − δij) ln pi

r∑
i=1

pi ln pi

.

A comparison of the sensitivity in a population with p =
(24/50, 11/50, 9/50, 3/50, 2/50, 1/50) is shown in Fig. 2.

Figure 2: Comparison of the sensitivity to changes - power
entropies.

We can see that with decreasing α, the power entropies
are more sensitive to the fluctuations in the features that
are rare in the population. If we look for example at the
sensitivity of Shannon’s entropy, say a 10 % increase in
p5 = 1/25 would result in about 10 % increase in H1(p),
while a 10 % increase in p1 = 24/50 would result in about
3 % decrease of H(p) and a small change in p2 = 11/50
wouldn’t likely change the H(p) much at all.
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