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Summary

The paper presents an analysis of how
EFMI disseminates new knowledge and of
the active medical informatics journals in
EFMI member countries, which was
carried out as an outcome of the EFMI
Council meeting in London in 2008. The
analysis identifies eight active major
informatics journals and several other
publications. Most are subscription-based
and published at least quarterly. There is a
possibility for the editors to meet regularly
and form a community of practice with the
aim of further improving their effectiveness
in disseminating new knowledge and best
practice in medical informatics. It is
feasible to share expertise and it may be
possible to harmonise several aspects of
preparation and submission of manu-
scripts so that some of the identified
barriers in publishing are reduced.

1.Introduction

The European Federation for Medical
Informatics (EFMI) is a non-profit scientific
and professional organization established
in 1976 that today consists of 31 national
members [1], [2], [3], [4]. All European
countries are entitled to be represented in
EFMI by an appropriate national medical
informatics society. The term ‘medical
informatics' is used to include the whole
spectrum of health informatics and all its
sub-disciplines and allied disciplines. The
Medical Subject Headings (MeSH) defines
medical informatics as [4], [5]: ‘The field of
information science concerned with the
analysis and dissemination of medical data
through the application of computers to
various aspects of health care and
medicine.' This definition was introduced in
1987 asaMeSH term.
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EFMI operates with a minimum of
bureaucratic overhead with each national
society supporting the federation by
sending a representative to participate in
the council. English has been adopted as
the official language, although
simultaneous translation is often provided
for congresses in non-English speaking
countries [6]. EFMI has 16 working groups:
Smart Cards in Health Care ‘CARDS
Social Security and Welfare; Education in
Health Informatics ‘EDU'"; Electronic
Health Records ‘EHR'; Evaluation and
Assessment of Health Information
Systems ‘EVAL'"; Informatics for Disabled
People and Rehabilitation ‘IDR";
Information Planning and Modelling in
Health Care ‘IPAM'; Libre/Free and Open
Source Software ‘LIFOSS'; Case-mix and
Severity of Cases; Medical Informatics in
Transition Countries ‘MICIT"; Medical
Imaging Processing ‘MIP'; Natural
Language Understanding ‘NLU"; Nursing
Informatics in Europe ‘NURSIE"; Human
and Organisational Factors of Medical
Informatics ‘HOFMI'; Primary Care
Informatics ‘PCI'; Safety, Security and
Ethics ‘SSE'; and Traceability ‘TRA'".

To date, EFMI has organized 21 European
congresses of medical informatics,
including the Medical Informatics Europe
(MIE) congresses in Cambridge (1978),
Berlin (1979), Oslo (1988), Glasgow
(1990), Vienna (1991), Jerusalem (1993),
Lisbon (1994), Copenhagen (1996),
Thessaloniki (1997), Ljubliana (1999),
Hannover (2000), Budapest (2002), St.
Malo (2003), Geneva (2005), Maastricht
(2006), Gothenburg (2008) and Sarajevo
(2009). The MIE 2011 conference will be
held in Oslo. Traditionally, MIE
conferences were not held in the year in

which the International Medical Informatics
Association (IMIA) organises its triennial
conference MEDINFO.1 EFMI has also
started a new series of meetings: the
Special Topic Conferences (STCs). The
STC concept has the following
components: a) organization should be
done by a member society possibly in
combination with its annual meeting;
b) EFMI Council meeting should be the
integral part of STC; c) topic of the
conference should be defined by the
organizing member society; d) considering
the topic, the relevant EFMI working
groups should be engaged; e) contribu-
tions should be mostly by invitation;
f) STCs are small 2-day conferences with
100+ participants.

The first conference STC took place in
Bucharest/Romania 2001, then in
Nicosia/Cyprus 2002, Rome/ltaly 2003,
Munich/Germany 2004, Athens/Greece
2005, Timisoara/Romania 20086,
Brijuni/Croatia 2007, London/United
Kingdom 2008, and Antalya/Turkey 2009.
In 2010, the STC will take place in
Rejkjavik/Iceland, and in 2011 in
Ptuj/Slovenia. The proceedings of these
conferences were usually published by
Springer in the series ‘Lecture Notes in
Medical Informatics' and by 10S Press in
the series ‘Studies in HealthTechnologies
and Informatics'. A selection of the best
papers from the MIE conferences were
published in a special volume of the
International Journal of Medical Informa-
tics and will be published in the Methods of
Information in Medicine, while the special
proceedings of STCs is published by 10S
Press as collection of peer reviewed
articles.
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2. Review of Medical Informatics
Journals in Europe

Medical informatics scientific and research
production in Europe is growing both in
quantityand quality. Promoting high-quality
research is amajor goal of EFMI[1], [4], [6].
EFMI has two highlyr espected official
general journals, the International Journal
of Medical Informatics (former title:
International Journal of Bio-Medical
Computing), currently edited by Charles
Safran and Jan Talmon, and Methods of
Information in Medicine, currently edited
by Reinhold Haux. EFMI also publishes
several sub-speciality official journals
covering the spectrum of medical
informatics sub-disciplines. The time-
honoured method to disseminate high-
quality scientific research is via the
proceedings of the MIE annual
conference. EFMI also plays a major role in
education and in the harmonization of
medical informatics sub-disciplines
through the organization of STCs. Both
MIE and STC proceedings are peer
reviewed and published by I0S Press
(Amsterdam, The Netherlands). Usually,
MIE proceedings are indexed in
Medline/PubMed. Most medical
informatics journals are published in local
languages, but many of them also
incorporate English summaries or contain
combined articles published in domestic
and English language. Altogether, EFMI
provides highly effective means for
worldwide dissemination of medical
informatics research conducted in Europe.
However, in addition to the proceedings,
journal editors have the opportunity to do
more to disseminate knowledge and
increase the understanding of our
discipline.

3. Analysis of Publishing Activities
within EFMI Members

Most of the information about the EFMI can
be found on the official website
(www.efmi.org).

Furthermore, most of national societies
have their own websites providing useful
information about publications and
meetings in EFMI membercountries. Our
analysis is based on the factsgenerated
from EFMI database stored on EFMI
website and collected from national
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representatives of EFMI member
countries.

A search of Medline with the search terms
‘EFMI' and ‘European Federation for
Medical Informatics' returns only 21 papers
- 18 in medical informatics related
journals: Informatics in Primary Care (6),
International Journal of Medical
Informatics (3), Methods of Information in
Medicine (2), Studies in Health
Technologies (6); and 3 in
noninformatics/non-EFMI journals.
Authors of the papers are: Blobel (2), De
Lusignan (6), France (1), Horsch (1),
McKeon (1), Masic (2), Michalas (2),
Naszlady (1), Tallberg (1), Talmon (1),
Trpisovsky (1), van Goor (1), and Zvarova
(1). Medline search using the term ‘IMIA'
was performed (for comparison) and 150
papers were found; the search term ‘AMIA’
resulted in 244 papers found. Most of EFMI
papers are related to the activities of
working groups — PCIl is the most
prominent [5], [6] - and relatively few
initiatives at the level of the federation.
Detailed analysis of EFMI website showed
that only 14 of 31 members have their
official scientific or professional medical
informatics journal or newsletter listed
(Table 1). Medical informatics journals
have their articles published in English with
three published in their national language.
There are three journals published only as
e-journals.

The frequency of ISSN registered
publications varies: one journal is
published biannually, two quarterly, one
every two months, five journals are
published 2-3 times per year, two journals
monthly and one journal nine times per
year. Medical informatics is the principal
subject of all of the journals, but several of
them focus on other sub-disciplines and
allied disciplines. Most of the medical
informatics journals are international
publications, though three are restricted to
national circulation. Two journals are
financed by ministry of health and/or other
public institutions, while others use
subscription as the way of financing.

4. Mission statements of task force
of EFMl journal editors

Editor-in-Chiefs of medical informatics
journals are invited to create a joint mission
statement and set out the objective and
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purpose of all EFMI journals. We believe

that the joint statement will foster the

dissemination of scientific knowledge and

increase our understanding of medical

informatics as a discipline. Additionally, we

intend to produce and issue a core

document stating the fundamental

principles upon which all medical

informatics journals editors should agree.

The common goals will be identified and

agreed on the scope and standard of

papers that should be published in EFMI

medical informatics journals. The reasons

for setting out the statement are:

®To promote editorial excellence by
enforcing the use of standards and
guidelines(International Committee of
Medical Journals. Editors guidelines;
Committee of Publication Ethics; other
relevantdocuments [7]);

®To improve the quality of scientific studies
published in EFMI medical informatics
journals by imposing same standards for
evaluating studies in medical informatics
(quidelines already accepted as official
EFMI document, but there were no
further steps taken to ensure their use);

®To promote scientific publishing
excellence by enforcing standards of
paper formatting (‘camera-ready’
manuscript format; Vancouver
referencing style);

®To improve diffusion of scientific
knowledge through the medical/health
informatics area (recognition and
diffusion of EFMI research, education,
clinical practice guidelines in EU
countries should be promoted);

®To increase collaboration among EFMI
medical informatics journal editors and
schedule regular meetings of the Task
Force;

®To explore the potential for using shared
pool of reviewers, sharing information on
review process and sharing expertise:
technical editorial information,
experiences, initiatives, publishing
resources and tools (such as the open
source Open Journal System or
commercial/publisher solutions);

®To encourage articles not suitable for
medical informatics journals to be
published elsewhere and support the
communication with editors of such
journals;

© 2010 EuroMISE s.r.o.
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Tab. 1. - EFMI member countries medical informatics journals.

EFMI country Journal title Publither Editor-m-Chief IS5N s e SU].jmi" \x:.Eb Language Fie:ld PEET , Financed by
VEAT Per year 53310M SLte reviewed
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Bosnia E:?'d Acta Informatica Medica A ‘{r-C‘,:'NA\ Lzet Masic 0333- 1993 4 email ves Enelish MI, other mtemat, subscription
HE[’ZEEC'\"['I'[E SE:E]E'\.T} 51':';‘
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Verlag Englis
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English subseniphion
Biometne, Informatik und Fisch shlic instit: ;
Germany Epidemiclosie in Medizin ‘.l_."c = email wves German MI, other nationa] UG REHEUOnS,
und Biologie Verlag subscniption
Ireland Newsletter
Lorzel [LAMI Ja'.\r:';a.l and The SMILA 3 M, other
Health Screen
In ica Madica 1315- English, ML b e
Slovenia nmr:naufa“ sees SEIS Craj Vidmar o :.. 19403 2 email ves Slovenian, sastabisfics, internat, MI society (SMLA)
Slovenica 2120 othe other naticnzl
5pain I+5 Elsevier 5] I, other
. o pPaper,
Sweden S TJAMI Tomy Creth 0169- 1985 12 email, ves  Enghsh I intermat, subseriptions
Frograms in Biomadicine 2607 online
Ukraine Lhm?;il;:?:d?::i:? i Fadcliffe ﬁ:fi—:[o: }illil 203 23 email yes bg_i:i::;,: MI, other internat, public institution
T ] T 3 1476 i G ROS
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International Journal of e, Charles Safran, 1386- a6 - paper, - . T, e .
EIMI Medical Informatics e Jan Talmen 5056 el o online T Fhetih il i STt
Methods of Informationin o\ r Reinhold Haux 2020 1062 6 P™T yus  English MI intemat.  subscriptions
Medicine 1270 online
*To provide a common voice when issues 1) 2Varova J. Symposium on "Biomedical Contact
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and EFMI bodies; [4] Zvérova J.; Biomedical Informatics University of Sarajevo
®To promote European initiatives in Research andEducation in the EuroMISE Cekalusa 90/4
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Summary

This paper is devoted to automatic
localization of objects (eyes, mouth) in two-
dimensional (2D) grey scale images of
faces. Motivated by a practical problem in
human genetics, the output of the
localization of objects in the given
database of images is needed for further
tasks in the genetic research. Arobust filter
is applied on the image to ensure
denoising. Templates are used as the main
method. The mouth and both eyes are
localized jointly using the weighted
Pearson product-moment correlation
coefficient or its robust analogy based on
robust regression methods. In the
database with 212 images of faces the
method allows to locate the mouth and
eyes correctly in 100 % of cases. Also the
robust correlation coefficient based on the
least weighted squares regression
localizes the mouth and both eyes in 100 %
of images of the given database.
Robustness aspects of the method are
examined with respect to rotation, noise,
occlusion and asymmetry in the image.
The joint localization of the mouth and both
eyes produces the method invariant to
rotation of any degree. This work is tailor
made for the given images with expected
usage of the methods in genetic
applications.

Keywords: object localization, template
matching, eye or mouth detection, robust
correlation analysis, image denoising

1.Introduction

The primary motivation for this work is the
automatic location of landmarks in images
of human faces motivated by genetic
research. We are working with a database
of images which come from the Institute of
Human Genetics, University of Duisburg-
Essen, Germany (projects BO 1955/2-1
and WU 314/2-1 of the German Research
Council). This database contains 212 grey
value images of the size 192 times 256
pixels, each image corresponding to a
different person. The faces have about the
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same size but are rotated in the plane by
small angles. Our aim is to find a robust
solution with respect to rotation, occlusion,
noise in the image and asymmetry of the
face, while allowing for a clear
interpretation of the method.

Template matching is a tailor made method
for object detection in grey scale images. A
template is a model, a typical form, an ideal
object. It is placed on every possible
position in the image and the similarity is
measured between the template and each
part of the image, namely the grey value of
each pixel of the template is compared with
the grey value of the corresponding pixel of
the image. [1] gives references on
template matching applied to face
detection and face recognition.
Nevertheless standard image analysis
procedures are formed as a cascade of
extremely simple classifiers [2]. On the
other hand ignoring the usual procedures
of dimension reduction and feature
extraction can ensure a clear interpretation
and allows theoretical robustness
considerations [3].

[4] is an example of template matching
applied to the data set of irises of
64 persons with the task to assign a new
iris to the correct person from the training
database. The method maximizes the
mutual information as the similarity
measure between the template and the red
channel of the color image. [5] considers
templates as elements of a tree-structured
hierarchy. More sophisticated algorithms
of image analysis combine ad hoc
methods of mathematics, statistics and
informatics [2] accenting high computa-
tional speed rather than convenient
theoretical properties [3]. Recent papers
on image analysis replace pixels by
features or patches. Patches [6] are
homogeneous areas of pixels and the
patch-based approach analyzes the image
as a set of individual patches. On the other
hand features typically correspond to
edges or objects with heterogeneity or

discontinuity. [7] was the first paper
reducing the dimension by replacing pixel
intensities by a feature set. [8] and [9] are
recent works on human or face detection
by extracting features with the aim to
propose methods possibly robust to
illumination changes, different pose or
facial expressions. [10] studies variance
matrices of features, because variance is
robust toillumination changes.

We work with the database containing
images which are matrices with the size
192*256 pixels. Agrey value in the interval
[0,1] corresponds to each pixel, where low
values are black and large values white.
Images are photographed under the same
conditions, with the person sitting straight
against the camera looking straight at it.
The Institute of Human Genetics tried to
have the images standardized as much as
possible. For example there are noimages
with closed eyes, hair over the face
covering the eyes or other nuisance
effects. Still the faces in the images happen
to be rotated by a small angle. The eyes are
notin a perfectly horizontal position in such
images. The database does not include
images with a three-dimensional rotation
(adifferentpose).

The Institute of Human Genetics is working
on interesting problems in the genetic
research using images of faces [11]. The
ambitions of the research are to classify
automatically genetic syndromes from a
picture of a face; to examine the
connection between the genetic code and
the size and shape of facial features; and
also to visualize a face based only on its
biometric measures [12]. Images of
patients can be classified to one of 10
groups according to a genetic
malformation deforming the face. For
different syndromes the success rate lies
between 75 % and 80 %, which is
considered remarkably successful.

© 2010 EuroMISE s.r.o.
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Locating the landmarks is always the first
step of all such procedures, however not
the primary goal of the study. The
landmarks are prominent parts of the face,
for example the corners of the eyes and the
mouth, the midpoint of the top and the
bottom edges of the lips or significant
points of the nostrils and eyebrows. The
team of genetics researchers uses two
approaches to locate 40 landmarks in each
face. One possibility is the manual
identification, which is carefully and
accurately performed by an anthropologist
trained in this field. As the second
approach the Institute uses an automatic
method, based on the algorithm [13], which
will be now described.

The algorithm starts by manual location of
the set of 40 landmarks in a training set of
83 images of faces. These landmarks are
called fiducial points and they together are
placed on all positions in the image as one
large template retaining fixed distances
between the landmarks. Two-dimensional
Gabor wavelet transformations with
different values of the two-dimensional
scale parameter are applied on all the
trainingimages and also on a new image in
which the landmarks are to be located. The
jets (Gabor wavelet coefficients) in each
landmark of the training image and the jets
in the corresponding pixels of the new
image are compared. We can understand
the jet of each of the training images as a
(multi-dimensional) template. The
correlation coefficient between the vectors
of wavelet coefficients (or only their
magnitudes) is computed and their sum
over all 40 landmarks is used as the
similarity measure between the training
image and the new image. However, such
an approach turns out to be vulnerable to
small rotations of the face.

The aim of our work is to search for the
mouth and eyes in images of faces using
templates. We propose an algorithm for
localizing each of the eyes separately and
also jointly both eyes and the mouth using
templates. We inspect robustness
properties of the described method, for
example the robustness to noise or
rotation of the image. The paper has the
following structure. Chapter 2 describes an
initial denoising of images obtained by
applying a robust filter. Templates are used
as the main method to localize the eyes
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(Chapter 3) and jointly both eyes and the
mouth (Chapter 4). Robustness aspects of
the method are examined and robust
analogies of the correlation coefficient are
inspected in Chapter5.

2.Methods

Our approach begins with image
denoising. We describe an approach for
locating the eyes in the image and then the
joint localization of both eyes and the
mouth. Finally we compare different
methods of robust correlation analysis for
the same task of localizing both eyes and
the mouth jointly. We must admit that we
lose the advantage of feature-based
methods described in Chapter 1, which
allow to work with different sizes of the
images. Nevertheless our approach has a
clear interpretation and we are able to
obtain a rotation-invariant approach. The
results are presented in Chapter 3.

2.1Image denoising

Denoising, filtering or robustification is a
transformation often used to remove noise
from images. We summarize arguments in
favor of image denoising from references
and describe our method based on the
least trimmed squares or least weighted
squares estimators. The motivation for
such procedure is to remove noise from
images while retaining the facial features
well recognizable. Another artefact in our
database of images is the reflection of light
bulbs at different positions in the eyes of
persons. This nuisance effect caused by
the method of photographing at the
Institute of Human Genetics is also
removed by the image denoising. We
describe these very robust estimators for a
linear regression context, because they
are used also later in Chapter 2.4 to define
arobust correlation coefficient.

[14] describes filters (two-dimensional
operators) for denoising and prefers the
trimmed mean and other L-estimators [15]
to the median. [16] proposes an M-
estimator correlation coefficient, gives
theoretical arguments in favor of the
combining the robustness and efficiency
for Gaussian white noise and applies it to
the image analysis of templates. Denoising
is applicable also to molecular genetics
images [17] or alternatively [18] based on
robust statistics.

|

We proceed to the definition of the robust
statistical estimators, which are used for
the image denoising in our work. Let us
consider the linear regression model in the
form

Y =B, +Bx, +..+B,x, +e,i=12..n,
(1)

or in the matrix notation Y=XB+e. The least
weighted squares (LWS) regression
estimator proposed by [19] is one of robust
regression methods with a high breakdown
point. It requires the specification of the
sizes of the non-negative weights w,,
W,,...,w,. However these are assigned to
particular data observations only after a
permutation, which is determined in an
implicit way during the computation of the
estimator. This permutation depends on
residuals u,(b),...,u (b) correspondingtoa
particular value b=(b,,b,,...,b,)'of the
estimator of the vector parameter B, where

w, (b= ¥, b —bx, —..—bx,,i=12..

PETRPY

(2)

I

Typically the weights w,, w,,...,w, are
chosen as a non-increasing sequence.
Denoting arranged squares residuals as

w ). (3)

[E

iy (8) gy (B) < oot
the estimator of B isdefined as

B = argmin i-wz'“é] (B,
iml
A popular choice [20] is to use linearly
decreasing weights w,=1-(-1)/n,i=1,...,n;
another possibility is a two-stage
procedure of [21] for the computation of
adaptive weights, allowing to determine
also the sizes of the weights automatically.

The least weighted squares regression
combines the robustness and efficiency
[21]. A fast approximative algorithm for
computing the LWS can be obtained as
a weighted analogy of [22]. [23] proposed
the least trimmed squares (LTS)
regression, which is a special case of the
LWS regression with weights equal to
1 or 0 only. It must be specified that exactly
h of the data points will have the weight
equalto1.

© 2010 EuroMISE s.r.o.
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We apply these robust estimators in the
context of image denoising. Their
advantage is the high breakdown point [15]
ensuring high resistance against outliers.
Instead of the linear regression, only the
location model is relevant. The least
median of squares (LMS) estimator [23] is
equivalent to the mean of the shortest half
of the data. The LTS estimator
corresponds to the mean of such half of the
data (or a group of some h<n
observations), which has the smallest
variance. The LWS estimator is the
weighted mean of the data with such
permutation of the weights yielding the
smallest weighted variance of the data
[20].

Foreach pixel we take the grey values from
its circular neighborhood and compute the
least median of squares (LMS), least
trimmed squares (LTS) or least weighted
squares (LWS) estimator. The information
about the coordinates is lost. Poor results
are obtained with the median because it
removes contrast and the resulting image
is rather greyish. The performance of the
LTS and LWS estimators is reliable with a
small radius of the circular neighborhood,
however not strongly influenced by the
choice of h for the LTS or by the choice of
weights for the LWS estimator.

Therefore we use the LTS filter on each
image in the database. For each pixel we
consider its four direct neighbors and
compute the LTS estimator with h = 3,
which is computed as the mean of the
shortest triplet obtained from the values
arranged in ascending order. This removal
of possible extreme outliers removes also
the light reflected in eyes to some extent.
To examine the effect of denoising, we
examined the residuals of this
transformations. Large absolute values of
the residuals indicate a larger local effect of
denoising. This effect of the transformation
is remarkably attained at edges in the
image, such as between the hair or shirt
and the background or at the boundary of
the nostrils.

2.2 Locating eyes

We use template matching to search for
the right and left eye in each image
separately. It is popular to use the mean of
eyes as the template for the eye (compare
[24], [25]). Here we construct a set of 6 eye
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templates for the right eye and their
reflections in the axial symmetry are used
for the other eye. The templates are
obtained as the mean of real eyes of the
same size of different persons; one of them
is shown in Figure 1. The templates have
different sizes between 26*28 pixels and
36*30 pixels. The Pearson product-
moment correlation coefficient (further
called simply correlation coefficient) or the
weighted Pearson product-moment
correlation coefficient r, (further called
weighted correlation coefficient) with
suitable weights is used as the similarity
measure between the template and the
image.

Fig. 1. An eye template.

All of the templates contain eyebrows,
which could possibly complicate the
recognition. Nevertheless the area of
eyebrows will be down-weighted by the

weighted correlation coefficient with radial
weights. Figure 1 shows such an eye
template, which yields the best perfor-
mance in locating the right eye; in this case
this template alone was used together with
the weighted correlation coefficient with
radial weights.

We compute the correlation coefficient
between one of the images and the eye
template from Figure 1. The correlation
coefficient is shown in Figure 2, where
black areas have a large value of the
correlation coefficient. These areas
include both eyes and also the mouth or
parts of the hair. It happens for example
that the right eye of a particular person has
a larger correlation with one of the left eye
templates than with any of the right eye
templates. We use this phenomenon in the
algorithm in the following way. All the
twelve templates are placed on every
possible position in the image. We do not
distinguish between left and right
templates. Firstly the area with the largest
correlation coefficient over all templates is
found. That is one candidate eye. Now the
whole image without this candidate eye
and its nearest neighborhood is
considered. Again the area with the largest
correlation with any of the eye templates is
found. Thatis the other candidate eye.

Fig. 2. The correlation coefficient of a given image and the template for the right eye was
computed. Areas of the image with a large correlation coefficient are shown black.
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2.3 Locating eyes and mouth

Tolocalize jointly the mouth and both eyes,
we start with a region which is candidate to
contain the mouth and search for the eyes
in a certain region above the candidate
mouth. We use 6 templates for the right
eye, their reflections in the axial symmetry
and 7 symmetric mouth templates. Each
mouth template is used to find several
areas, which have the weighted correlation
coefficient with any of the mouth templates
above a certain threshold. This can be
differentin differentimages. In any case we
search for at least three such areas, which
are not direct neighbors of each other.
These areas are considered to be
candidate mouths. First we select areas
with the weighted correlation coefficient r,,
above the value of 80 % of the maximal r,,
which was attained in the particularimage.
This boundary can be decreased if
necessary.

Different mouth templates vyield different
candidate mouths. Then the eyes are
search for in such areas, which correspond
to particular candidate mouths. These
areas range from 20 to 55 pixels above
candidate mouths and are considered to
be candidate areas for eyes. We place
each of the 6 eye templates and their
reflections in the axial symmetry on every
possible position in these candidate eyes
and compute the weighted correlation
coefficient between the template and the
corresponding region of the same size. At
the same time the area with the expected
position of the eyes is divided to two parts
along the virtual vertical line (Figure 2),
which bisects the mouth. All eye templates
and also their versions reflected in the axial
symmetry are used in both parts of the
candidate area for eyes. We search for the
area with the largest weighted correlation
coefficient with any of the templates in the
left and right parts separately. This
approach is repeated for several candidate
mouths.

Moreover we use a condition on the mutual
distance of both eyes in the limit between
25 and 42 pixels. These bounds are
obtained empirically and real eyes fulfill the
condition also in images with a slightly
modified size or rotated by a small angle.

For a given candidate mouth we find
acandidate areafor the right and left eye. If
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these do not fuffill the condition on the
distance between eyes, we continue
searching for such area, which has the
largest weighted correlation coefficient
with any eye template among all remaining
areas in the candidate area for eyes. Such
area with the midpoint in the candidate
area is one candidate eye, while the other
candidate eye has the largest weighted
correlation coefficient with any of the
templates and must have the midpoint in
the opposite part of the candidate area.
Again the condition on the eye distance is
checked and if needed these steps are
repeated, until two candidate eyes are
found, which satisfy the condition. This
method distinctively improves the results
forrotated images (Chapter 3).

The basic idea is to add three weighted
correlation coefficients corresponding to
the mouth and both eyes. Let us start with
one of pixels, which is the midpoint with a
large weighted correlation coefficient with
any mouth templates. Let us denote the
largest value among these weighted
correlation coefficients between the area
and any of the templates as r,,. We place
all eye templates on every such possible
position with the midpoint in the left part of
the candidate area for eyes. The eyes are
searched for only in the left part of this area
and let us denote the largest weighted
correlation coefficient over all possible eye
templates by r,,. In a similar manner we
place all eye templates to the right part of
the candidate area and denote the largest
weighted correlation coefficient by r,,.

P

|

Let us consider the coefficient

= F f F s 1 =0 I g = O g = 0

(4)

where 1 denotes an indicator. (4) ignores
negative values of the weighted correlation
coefficient. The largest value of r; is
computed for different candidate mouths.

2.4Robust correlation

We apply arobust version of the correlation
coefficient to the joint localization of both
eyes and the mouth in the images. The
method is based on the robust estimators
for the linear regression context (Chapter
2). Trimming away some pixels
corresponds to the idea that some pixels
areirrelevant and ignoring large portions of
pixels may resemble patch-based
approaches [26].

We compute the LWS-based correlation
coefficient between the image and the
template by transforming the matrices to
vectors, computing the LWS regression of
the image against the template and finally
computing the weighted correlation
coefficient with the weights determined by
the LWS. For the LWS we consider linearly
decreasing weights and the adaptive
weights [21]. The LTS-based correlation
coefficient is defined in an analogous way
and we choose to trim away 20 % of the
pixels (h=0.8n).

Tab. 1. Percentages of correct results for the localization of eyes using
6 templates and the joint localization of mouth and eyes using 7 mouth
templates and 6 eye templates. The weighted Pearson product-moment
correlation coefficient is used with radial weights. The original images were
also modified by making the size smaller by 10 % or by rotating the image by

+10°0r -10°.

Templates QOriginal image | Smaller image | Rotated image
Eves, » 1.00 0.80 0.30
Eves, 1y 1.00 0.97 0.86
Eves and mouth, » 1.00 0.99 1.00
Eves and mouth, #, 1.00 1.0 1.00
Eves and mouth (relaxed), r 1.00 0.99 0.92
Eyes and mouth (relaxed). ry 1.00 099 087
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3.Results

3.1Locating eyes

The set of 6 eye templates (Chapter 2.2)
allows both eyes to be localized correctly in
100 % ofimages of the database, using the
product-moment correlation coefficient as
the similarity measure between the image
and the template. This means that the
output of the localization corresponds to
true eyes in all 100 % of images of the
database. The 100 % correct results are
obtained also with the weighted correlation
coefficient with radial weights defined to be
inversely proportional to the distance of
each pixel from the midpoint of the
template and yield better results in terms of
robustness properties (Chapter4).

Table 1 presents the results of locating
both eyes separately by 6 eye templates
and their mirror reflections. Further it gives
results described later. Results obtained
with r and r, with radial weights are
compared.

3.2 Locating eyes and the mouth

The method (4) for the joint localization of
both eyes and the mouth (Chapter 2.3)
localizes the mouth and both eyes
correctly in 100 % images of our database.
Table 1 presents the results of this method
obtained with r and with radial weights and
also results obtained with a relaxed
version, not using the limit on the distance
of both eyes. These results support the
necessity of such condition. Further Table
1 contains results obtained for images with
a modified size or rotation, which will be
described in Chapter 3.

3.3Robust correlation

We use the database with 212 images and
the 7 mouth templates and 6 eye templates
together with their mirror reflections.
Several of the robust correlation methods
of Chapter 2.4 yield 100 % correct results
in the localization of both eyes and the
mouth jointly. These correct results are
obtained with the LTS-based correlation
coefficient with h = 0.8n, the LWS-based
correlation coefficient with linear weights
and also the LWS-based correlation
coefficient with adaptive weights. Typically
the outliers trimmed by the LTS or down-
weighted by the LWS are located in the
neighborhood of eyes, at the boundary of
the rectangular templates.

EJBI - Volume 6 (2010), Issue 2

J. Kalina: Robust Image Analysis of Faces for Genetic Applications, en 95-102

For comparison we consider a robust
correlation coefficient based on trimming
principal variablesu=x+yandv=x-y,
proposed by [27]. This fails in our
application in locating the mouth. The
reason can be explained on the correlation
coefficient between the mouth template
and the mouth. The outliers in the variable
u are namely typically in the lips, while the
outliers in the variable v correspond to the
cheeks. For the correlation coefficient
between the mouth template and the non-
mouth the outliers are typically present in
the cheeks. There is no clear corres-
pondence between the outliers in the
principal variables and the original data,
which does not allow the mouth to be
classified correctly.

To summarize, we apply robust versions of
the correlation coefficient based on robust
regression with a high breakdown point.
These give 100 % correct results in a joint
localization of both eyes and the mouth,
similarly with the weighted correlation
coefficient with radial weights.

3.4Robustness of the methods

Tab. 2. Performance of the weighted Pearson
product-moment correlation coefficient with
radial weights in locating both eyes and the

mouth jointly. Percentages of correct results.

The method is applied on original images,

images rotated by any degree and images
slightly modified by noise, occlusion or
asymmetry as described in Chapter 3.

Images ry with radial weights
Original 1.00
Rotated bv anv degree 1.00
Noise 1.00
Ceclusion 1.00
Asvmmetry of the face 1.00

We present validation steps to verify the
performance of our methods for the joint
localization of the mouth and both eyes.
We verify the method (4) on a validation
set, further we inspect the properties under
rotation by any degree and finally we study
the robustness empirically by modifying
the original images by introducing
additional noise, small occlusion or small
asymmetry; Table 2 summarizes our
modifications of the originalimages.

This method does not use any parameters
learned over the database of images.
Specific properties of this particular
database influence the choice of the
templates and the expected distances
between both eyes and between the mouth
and eyes. Nevertheless we verify the
performance of the method on a validation
set of images. We have photographed 30
randomly selected students at the
University of Duisburg-Essen with a
compact digital camera. Our conditions
were standardized to obtain images of
faces with the same illumination, distance
from the camera, possibly rotated in the
plane by small angles, without facial
expressions. We transformed the color
images from their size 2048*1536 pixels to
grey scale images of size 266*200 pixels
so that the size of the faces corresponds to
the size of the faces in the original
database. We used the method of Chapter
2.3 to localize the mouth and both eyes in
the images. The method gives 100 %
correct results for these images with our
set of 7 mouth templates and 6 eye
templates. Nevertheless we consider our
method sensitive to the size of the images
and therefore we do not verify the methods
on other databases ofimages.

Theoretical properties of template
matching concerning robustness with
respect to rotation, occlusion or
asymmetry are studied by [3]. It follows
immediately that (4) is robust in the same
situations. On the other hand the sample
influence function [28] is not limited and (4)
turns out to be vulnerable to highly
influential weights.

We start by examining the method for the
rotated images, while we retain non-
rotated templates. Localizing the eyes
separately or the mouth alone does not
yield successful results in images rotated
by £ 10° not even are the eyes or mouth
localized correctly in non-rotated images.
Further we compute the joint localization of
both eyes and the mouth for images
rotated up to £ 10°. Using 6 eye templates,
their reflections in the axial symmetry and 7
mouth templates together with radial
weights for all mouth and eye templates,
the mouth and both eyes are correctly
localized in 100 % of the images.

© 2010 EuroMISE s.r.o.
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Nevertheless rotating the image by + 20°
makes the method collapse in about 50 %
oftheimages.

If the face is rotated by any of angles 10,
20, ..., 350 degrees, the sum of three
weighted correlation coefficients is smaller
than in a non-rotated face with horizontal
eyes. A good strategy is to rotate the face
by several different angles and to find the
largest value of (4) for each rotation. In this
way we localize the mouth and both eyes
correctly independently on the initial
rotation of the given image. To be specific,
we rotated each images by angles 0, 10,
20, ..., 180, ..., 350 degrees. The largest
value of r,* in each of the 212 images is
obtained exactly for such position, when
the eyes are in a horizontal position. That
leads to the correct localization of the
mouth and both eyes in 100 % of the
images. The 100 % correct results for
images rotated by any degree are obtained
also for the LWS-based correlation
coefficient with linearly decreasing weights
and with the adaptive weights.

The method for localizing the mouth and
both eyes contains a double protection
against a possible rotation of the face.
Firstly the templates are robust to a
rotation up to x 10° Secondly the
coefficient r,+ attains the largest value
exactly for a non-rotated face. Therefore
the correct rotation of the face is
automatically detected in each face with an
arbitrary rotation up to + 180° degrees.
Table 1 presents results obtained with r
and r, with radial weights for images
rotated by £ 10° orreduced in size by 10 %.

Finally we inspect robustness properties to
other non-standard situations. Pixel-
independent noise with Gaussian
distribution with zero expectation does not
harm the results with variance up to
0 =(0.11)°. The mouth and both eyes are
correctly localized also in images rotated
by any angle (Figure 3) and spoiled by the
noise with zero expectation and variance
o’upt00.01.

We occluded the mouth in every image by
a small plaster to examine the local
sensitivity of the method. Grey values in a
rectangle of size 3*5 pixels are set to 1.
Every mouthin the database is modified in
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Fig. 3. Localization of the mouth and both eyes. For a particular candidate
mouth the eyes are searched for in a relevant candidate area.

this way placing the plaster always on the
same position to the bottom right corner of
the mouth, below the midpoint of the mouth
by 7 to 9 rows and on the right from the
midpoint by 16 to 20 columns. An example
of such occluded mouth is shown in Figure
5. The mouth and both eyes are localized in
100 % of images with such occluded
mouths.

To study the effect of asymmetry of the
mouth, we increase grey values in the right
half of every mouth by a constant, say ¢.
There is no monotone relationship
between the value of ¢ and the value of the
separation.

The joint search for the mouth and both
eyes gives 100 % correct results with € up
to 0.15, which is already quite a severe
alteration of the original mouth. Here equal
and radial weights fail for locating the
mouth itself by 7 symmetric mouth
templates.

To summarize, the joint localization of
mouth and eyes with 7 mouth templates
and 6 eye templates has robust properties
with respect to small rotation, occlusion
and non-symmetry of the image. Robust
modifications of the correlation coefficient
are applied to the same problem in the next
chapter.

Fig. 4. The rotated image additionally modified by noise.
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Fig. 5. Mouth modified by a small occlusion (white plaster).

4, Discussion and conclusions

We have proposed a method for the joint
localization of the mouth and both eyes in
images of faces. The methods are tailor
made for the given images of faces with
expected usage of the methods in genetic
applications. Templates are conceptually
simple and clearly interpretable. The
method is robust with respect to noise in
the images, occlusion or asymmetry of the
faces. The results are correct for any initial
rotation of the face. The disadvantage of
our approach for a general usage is the
sensitivity to the size of the images.

Our attempt to apply robust correlation
measures to the same task of localizing
objects in the image yields promising
results and we can recommend robust
analogies of the correlation coefficient
based on the least trimmed squares and
least weighted squares regression for
practical usage. Nevertheless the
computation of these estimators is very
tedious also with approximative
algorithms.

The initial denoising was motivated by the
necessity to obtain a method robust to
noise in the images; its effect may be
however small, especially when robust
correlation measures with a high
breakdown point are used to measure the
similarity between the image and the
template. While theoretical robustness
properties of the robust methods remain
for future research, the methods described
in this paper can be recommended for
practical usage in genetic [17], [18] or
anthropologic research [3].

In contrary to standard approaches we
examined correlation analysis methods for
locating objects in raw images, without a
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prior reduction of dimension and feature
extraction. Standard approaches use the
normalized position or invariant
descriptors in order to remove or diminish
the effect of rotation or even the change of
scale of the images. Nevertheless we
contradict a popular belief that statistical
methods cannot handle the task of
analyzing raw images. Promising results
are obtained with the weighted Pearson
product-moment correlation coefficient
and also robust versions of the Pearson
product-moment correlation coefficient.
There remains an open problem of
computing optimal weights for the
weighted correlation coefficient. These
should increase the discrimination
between those parts of the image
corresponding to the template and those
which do not. Such problem must be
solved again in a robust way, not allowing
to obtain highly influential weights by
regularizing the problem by introducing a
certain upper bound for the optimal
weights. An interesting task would be to
compare standard classification methods
of multivariate statistical analysis and their
performance in locating landmarks in the
given database of images.
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