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Abstract

Objectives: The aim of our work was to implement a prototype of a decision support system which has the form of a web-based classification service. Because the data analysis component of decision support systems often happens to be unsuitable for high-dimensional data, special attention must be paid to the sophisticated selection of the most relevant variables before learning the classification rule.

Methods: We implemented a prototype of a diagnostic decision support system called SIR. The system has the ability to select the most relevant variables based on a set of high-dimensional measurements by means of a forward procedure optimizing a decision-making criterion. This allows to learn a reliable classification rule.

Results: The implemented prototype was tested on a sample of patients involved in a cardiology study. We used SIR to perform an information extraction from a cardiological clinical study containing both clinical and gene expression data. The classification performance was evaluated by means of a cross validation study.

Conclusions: The proposed classification system can be useful for clinicians in primary care to support their decision-making tasks with relevant information extracted from any available clinical study. It is especially suitable for analyzing high-dimensional data, e.g. gene expression measurements.
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1 Introduction

Decision support systems (DSS) offer assistance with the decision-making processes in many areas. Their aim is to solve a variety of tasks and to analyze different information components. In medicine, a decision support system represents an inherent e-health technology tool for diagnostic and prognostic purposes capable to help during the therapy [1]. Recently proposed systems in some areas of medicine are required to extract information also from high-dimensional measurements in order to deduce conclusions for the diagnosis, therapy, or prognosis by comparing the risk corresponding to different alternatives. Some systems have been implemented in a web-based form [2, 3].

Decision support systems have established their place in current healthcare. Their potential for improving the quality of provided care and for generating economic benefits by reducing financial costs and saving human resources have been described in literature [4]. They are known to bring the physician more comfort, a reduction of stress, a higher effectivity, and more time for the patient. The contribution of decision support systems to the patient safety has been summarized in [5]. Another aspect is a benefit for a less experienced physician in a complicated medical case. Also, the systems allow to exploit the level of knowledge reflecting the latest research developments in medicine.

The analytical component within a decision support system often happens to be unsuitable for the analysis of high-dimensional data. Decision-making within a clinical decision support system is mostly based only on one of the standard classification procedures of multivariate statistics or machine learning that enables to construct objective classification rules for assigning individual observations to groups. Available classification methods include:
• Linear/quadratic discriminant analysis.
• Neural networks.
• Support vector machines.
• Classification trees.
• K-nearest neighbor.
• Cluster analysis.
• Knowledge-based rules (e.g. [6]).

However, these methods commonly suffer from a so-called curse of dimensionality if the number of variables (e.g. symptoms and signs) exceeds the number of patients [7].

In this work, we have proposed and implemented a prototype of a decision support system in the form of a web-based classification service for diagnostic decision support, which is particularly designed to address the needs for a reliable high-dimensional information extraction. Its organic part is a dimension reduction technique performed in the form of a variable selection. The statistical component of the system uses a variety of sophisticated classification rules, which are reliable also for the analysis of high-dimensional data sets.

We tested the prototype of the system on clinical data in a cardiology study, which includes a whole-genomic study of gene expression measurements. This paper presents the principles and advantages of the proposed system and summarizes results of the testing service on a cardiology study.

2 Methods

We propose a system called SIR (System for selecting relevant Information for decision support), which is an easy-to-use web-based generic service devoted to data collection and decision support with a sophisticated information extraction component. It is proposed for being used mainly for general practitioners in the primary care, but it is able to handle data from any area of medicine. The decision making of the SIR requires data from a (sufficiently large) clinical study in order to construct the optimal classification rule for the decision making problem.

Data collected within a clinical study represent the training database of the SIR. The SIR can import the whole data set from the clinical study automatically together with a data model. The system cleans the data e.g. by checking if the values of the imported quantitative variables do not exceed given bounds required by the data model.

The next step in the analysis of the data from the clinical study is dimension reduction. Statistics distinguishes between variable selection and feature extraction [8], where the latter searches for a smaller set of linear combinations of all variables. Here, we perform the variable selection, which reduces the set of all measured symptoms or laboratory measurements to a smaller set of relevant symptoms. This step, which is necessary especially for high-dimensional data obtained in genetic studies [7], is performed by a forward procedure optimizing a decision-making criterion.

Categorized data are considered and the contribution of a given variable (say $X$) to explaining the uncertainty in the response $Y$ (i.e. in the separation among the groups) is quantified by means of the conditional Shannon information, which is denoted as $d(Y|X)$. The first variable (say $X_1$) fulfills

$$d(Y|X_1) = \max \{d(Y|X)\}$$ (1)

over all variables $X$. Thus, $X_1$ is the most relevant variable for explaining the classification. Further on, the method successively selects the most relevant variables with the maximal value of the statistical dependence. In other words, other variables are iteratively added to the set with the best improvement of the conditional relevance. If variables $X_1, \ldots, X_s$ have been selected as the most relevant, the next variable (say $X_{s+1}$) is selected as the variable fulfilling the requirement

$$d(Y|X_1, \ldots, X_s, X_{s+1}) = \max \{d(Y|X_1, \ldots, X_s, X)\},$$ (2)

where all variables $X$ not present in the set $\{X_1, \ldots, X_s\}$ are considered. Finally, we consider only such variables for the consequent analysis which contribute to explaining more than 90% of the inter-class variability. The system allows quantifying the influence of an additional examination (variable) on the diagnostic decision. Additionally, the dimension reduction procedure may take into account the cost of obtaining each clinical or laboratory measurement by using the information theoretical approach of [9].

The process of learning of the classification rule within the SIR has the ability to decide automatically for one of several different methods. A criterion of optimality is adaptively chosen to minimize the risk of a wrong classification result due to special properties of the data and the sample sizes. The implemented methods include the linear discriminant analysis (LDA), which is a multivariate statistical method for separating groups by means of a linear function [10]. The same covariance structure is assumed in each group. Another approach implemented in the SIR is the empirical Bayes inference mechanism, which minimizes the a posterior Bayes risk across all groups of samples. Let us say that the task is the classification to $K$ groups. It uses a discretization of data and we denote the levels of a discrete variable $X$ by $X_1, \ldots, X_r$. The method assumes a conditional independence of the levels of $X$ for each group $k = 1, \ldots, K$.

The construction of the classification rule in the system SIR may additionally allow a combination of data with medical knowledge. To be specific, a clinician may interfere manually the system in order to incorporate ad-
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ditional expert knowledge based on education, experience, or intuition and can e.g. eliminate a certain diagnosis for a specific combination of symptoms and signs, if their joint occurrence is known to have a zero probability.

From the implementation point of view, the prototype can be understood as four subsystems: an Administration System, a DSS SOAP Frontend, a DSS Web Frontend, and a DSS Backend. The Administration System is devoted to a model creation, data gathering and manipulation, dimension reduction, and DSS publication. The SOAP Frontend provides the classification of a patient on a request by an end-user system (including on-fly generation of WSDL) by working with an internal XML description of the decision support system, which is generated during the process of publication in the Administration System. The DSS Web Frontend provides a HTML Form based user-friendly interface to the SOAP Frontend. All these three subsystems are programmed using PHP5. The main two tasks of the DSS Backend are to learn a new dataset during the process of DSS publication and to classify a new patient during a SOAP Frontend request. The computation in the DSS Backend consists of several R scripts, which are called on demand from PHP5.

A clinician as the user of the decision support service is not required to understand the background of the methods. His/her aim is to determine the diagnosis of a new patient (not included in the clinical study), who can be examined on a distant place. All variables selected by the variable selection procedure are required to enter the decision support system, which can be performed through the automatically generated interface from an electronic health record (EHR) or health information system (HIS), although a manual input of data is also possible, as illustrated in Figure 1. The clinician must specify the prior diagnosis before entering the data to the SIR, because he/she is the only one to carry the legal responsibility for the clinical decision. Now the SIR can be used through the web service to obtain a diagnosis support. Then, the clinician is asked to manually select his/her final decision and only if it is not in accordance with the SIR, the clinician writes a short text justifying the decision.

3 Results

We implemented the prototype of the system SIR and evaluated its performance on a real clinical study of cardiovascular diseases, which incorporated the measurement
of gene expressions across the whole genome. The study was performed in the years 2006-2011. The aim of the study was to identify a small set of genes and clinical variables associated with excess genetic risk for the incidence of a cardiovascular disease. Clinical and gene expression measurements are measured on a set of 59 patients having an acute myocardial infarction (AMI), 45 patients having a cerebrovascular stroke (CVS), and 77 control persons (CP) chosen as individuals without a manifested cardiovascular disease with the same risk factors as the patients. These 181 individuals serve as a training database for constructing an efficient classification rule for assigning a new individual to one of the groups (AMI, CVS, CP).

A set of 4 personal and 4 clinical variables recorded for each patient is shown in Table 1. The gene expressions of all genes (>39 000 gene transcripts) are measured for each patient using Illumina BeadChip microarrays. We will describe the training of the SIR to classify the samples to one of three groups (AMI, CVS, CP). A routine statistical analysis of a subset of these data was performed in [11]. There, gene expressions AMI patients are compared to those of CPs and values of sensitivity and specificity are presented.

We used the dimension reduction method to select a set of 10 most relevant genes from the high-dimensional set of measurements. We categorized each continuous variable into 4 categories (if possible) and assume an equal importance of each of the variable. The set A was reduced to 5 most relevant variables (set B) shown in Table 1. Set B contains significant instruments of the life style of a particular patient and explains 97.9 % of the intra-class variability of the set A.

Further, the SIR used the linear discriminant analysis on the original data (without categorization) to learn a classification rule into one of three groups (AMI, CVS, CP). Table 2 presents results of an independent validation study performed by leave-one-out cross-validation using various sets of measurements. Thus, the set of all genes has the ability to determine the diagnosis correctly for 85 % of patients.

A reduced set of variables can retain a relatively high classification performance, which is a consequence of redundancy of the remaining variables or their multicollinearity (cf. [12]). Moreover, we have verified the results also with other statistical validation criteria, e.g. leave-10-out cross-validation or bootstrap.

## 4 Discussion

We implemented an easy-to-use system called SIR (System for selecting relevant Information for decision suppoRt), which has the ability to select the variables relevant for a reliable information extraction from high-dimensional measurements. The system allows a diagnostic decision support by means of a web technology and can be characterized as a practical tool for evidence-based medicine [13]. We believe that a reliable decision support system should be always equipped with a statistical component allowing to extract information from very complex measurements. Without the help of such specialized tool, a clinician would never be able to extract the information from such high-dimensional measurements e.g. in the molecular genetic context.

The SIR simulates a decision making process as performed by a clinician. The system can be used as a purely assistive technology to the clinician, who carries the responsibility for the diagnosis decision making in combina-

<table>
<thead>
<tr>
<th>Variables used in the classification rule</th>
<th>Classification performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set A (8 personal and clinical variables)</td>
<td>0.56</td>
</tr>
<tr>
<td>Set B (5 personal and clinical variables)</td>
<td>0.56</td>
</tr>
<tr>
<td>All genes</td>
<td>0.85</td>
</tr>
<tr>
<td>All genes + set A</td>
<td>0.85</td>
</tr>
<tr>
<td>All genes + set B</td>
<td>0.85</td>
</tr>
<tr>
<td>10 genes</td>
<td>0.65</td>
</tr>
<tr>
<td>10 genes + set A</td>
<td>0.72</td>
</tr>
<tr>
<td>10 genes + set B</td>
<td>0.72</td>
</tr>
</tbody>
</table>
ention of a scientific and empirical knowledge to infer the interpretation in all steps of healthcare provision. The clinician determines a prior diagnosis and has the possibility to decide for a different aposteriori diagnosis based on the recommendation of the system. In such case, however, the SIR collects a feedback from the clinician.

The prototype version of our system has not been released for a public usage on the internet yet. We plan an intensive validation stage allowing exposing the system repeatedly to real situations starting with formulating requirements, implementation of modifications, multi-level testing under artificial conditions, and testing. Only this will allow tuning all parameters of the system, which must be maintained, supervised and monitored for a long-term period in cooperation with clinicians before introducing a fully public version to real applications following necessary rules of data safety. This will also require a secure access in concordance to current legislation (public-key infrastructure, service versioning, etc.).

In general, the system can be used to analyze different data sets in various areas of medicine. The knowledge from recent medical research can reach clinicians quickly by means of the system, which can assist them as a supporting tool within the decision making process. At the same time, the system SIR is designed to be convenient for a data collection e.g. within a hospital, while the classification rule can be learned continuously during its operation.

So far, we have applied the system SIR to real cardiology data. The system determined a set of 10 crucial genes among more than 39 000 gene transcripts. The selected genes are believed to be associated with the risk of a manifestation of AMI or CVS for a particular patient in the population in the Czech Republic. The paired design of the study allowed eliminating the influence of known risk factors (e.g. systolic blood pressure) on the discrimination. Thus, we revealed the added value of including the gene expression data to the study. A clinician with access to the web classification service may obtain a prediction of the risk of a more severe prognosis or a relapse for new patients. The clinician has the information about the classification reliability of the system. We are preparing other studies for validating the ability of the SIR to select the relevant information from high-dimensional measurements for a reliable decision support.
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