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Abstract
The goal of this research was to design a solution 

to detect non-reported incidents, especially severe 
incidents. To achieve this goal, we proposed a method 
to process electronic medical records and automatically 
extract clinical notes describing severe incidents. To 
evaluate the proposed method, we implemented a system 

and used the system. The system successfully detected 
a non-reported incident to the safety management 
department.
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1.  Introduction

In order to prevent medical accidents at hospitals, it is important 
to grasp those events at early stages that lead to severe medical 
accidents and then take appropriate actions based on the events. 
These events, which are defined as incidents, are usually reported 
by medical staff to the safety management department that is 
responsible for the prevention of medical accidents in hospitals. 
The reports are analyzed by the department in order to decide 
which measures should be implemented by the clinical staffs. 
This mechanism is called an incident reporting system [1].

One of the main issues related to incidents is a long delay or 
even lack of reporting [2,3]. It is especially important to detect 
those cases since they affect the safety management department’s 
ability to respond properly.

Previous studies have addressed this problem partially for specific 
types of incidents such as neonatal intensive care [4], or using 
keyword search [5], but there were not so many works focusing 
natural language processing for general incident detection.

The goal of this research is to design a solution to detect these 
non-reported incidents, especially severe incidents. To achieve 
this goal, we develop methods to process electronic medical 
records and automatically extract clinical notes describing severe 
incidents. The extracted notes are treated as incident candidates 

which are shown to the safety management department for 
further analysis.

2.  Methods

We develop methods to process electronic medical records 
and automatically extract clinical notes describing incidents of 
injection by using the Support Vector Machines (SVM) based 
technique [6].

First, we manually label a training set of clinical notes into two 
categories based on whether they include a severe incident 
report or not. Next, by morphological analysis, the training set is 
separated into words and arranged in a vector space using single 
words as the axes. Then, the SVM creates the machine learning 
models from the arranged training set with labels.

Finally, based on the created machine learning models, the SVM 
extracts positive clinical notes which are estimated as clinical 
notes with incident reports. The extracted notes are treated as 
incident candidates which are shown to the safety management 
department for further analysis.

2.1 Clinical Notes

Clinical notes are written by physicians, nurses and co-medicals 
to record patients’ situations and conditions, assessments given 
by medical staff, and treatments performed by medical staff. In 
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hospitals, enormous clinical notes are stored continually [7] and 
the importance of analyzing clinical notes is increasing. Since the 
clinical notes are written in a free-text representation, the natural 
language processing is necessary to analyze them. In this study, 
we classify clinical notes into two classes and attach labels to 
the clinical notes based on whether each clinical note includes 
description of a severe incident or not. This labeling is performed 
by experts of the patient safety unit in Kyoto University Hospital.

2.2 Making Document Vectors

In order to convert clinical notes into forms which machine 
learning methods can deal with, we make document vectors from 
the clinical notes. First, we separate the clinical notes of free-text 
into a set of words. Especially, in the case of Japanese documents, 
there is no clear separations of words, i.e. space, in the sentences. 
Therefore, to find words from the sentences, we need to use 
morphological analysis. Additionally, Japanese morphological 
analysis can identify the Japanese categories of words, such as 
’noun’ and ’verb’. In this method, we use nouns, adjectives, verbs, 
adverbs and auxiliary verbs.

After separating the sentences of the clinical notes into the words, 
we make document vectors from the sets of the words. In this 
document vector, each kind of words corresponds to each axis of 
the vector and the number of each kind of words included in each 
document corresponds to the value of each axis.

The created document vectors with the labels related to incidents 
will be used as input data of a machine learning method.

2.3 Normalization of Document Vectors

Since clinical notes are written in a free-text representation, 
clinical notes are of various lengths. Fujita et al. pointed out that 
some clinical notes of a particular patient in a year exceeded 
eight million characters [7]. In order to refrain an influence of 
the length of clinical notes on the results of machine learning 
methods, normalization is effective. In this study, we normalize 
document vectors by dividing by the square root of lengths of the 
document vectors [8].

2.4 Machine Learning Method

There are many machine learning methods such as the Naive 
Bayse, a decision tree method and a random forest method, a neural 
network and the Deep Learning, and SVM. In this study, we use the 
linear kernel SVM because the linear kernel SVM has a tendency to 
avoid overfitting even if document vectors have enormous axes [9]. 
This characteristic is very important because the number of axes of 
document vectors is several thousand usually.

The linear kernel SVM trains by using the normalized document 
vectors with the la- bels related to incidents and makes a model to 
classify an inputted normalized document vector into two classes 
of whether the original clinical note includes the description of 
an incident.

3.  Experiments

Using the proposed method based on the linear kernel SVM, 
we implemented an incident candidate reporting system. To 

evaluate the system, we asked a staffs of the safety management 
department to judge whether extracted incident candidates were 
incidents or not.

3.1 System Implementation

In order to make a training set, we utilized the severe incidents 
from the 1st of April in 2017 to the 31st of March in 2018 in Kyoto 
University Hospital. The number of the severe incidents was 127 
during the period. We extracted the clinical notes of the patients 
the incidents happened to, and on the day when the incidents 
happened. The number of extracted clinical notes were 2,842. 
A staff of the safety management labeled the extracted clinical 
notes and made a training set. The numbers of positively labeled 
clinical notes and negatively labeled clinical notes were 212 and 
2,630, respectively.

The clinical notes of the training set was separated into sets of 
words by using MeCab [10], Japanese morphological analysis. 
The sets of words were converted into document vectors and 
normalized them. The normalized document vectors were used 
to make a machine learning models by LIBSVM [11], one of the 
reliable SVM package.

3.2 Preliminary System Evaluation

 In order to confirm the performance of the implemented system, 
we evaluated the system preliminarily. We evaluated the system 
by using the document vectors of the previous subsection in 10-
fold cross validation.

As a result, the numbers of true positive, false positive, false 
negative and true negative were 69, 29, 143 and 2,601, respectively. 
Consequently, the accuracy, the precision and the recall of the 
implemented system were 93.9%, 70.4% and 32.5%.

3.3 System Evaluation

In order to find incident candidates, we used inpatients’ clinical 
notes written from the 24th of October in 2018 to the 18th of 
November in 2018. The number of the clinical notes was 294,731.

Finally, we asked a staff of medical safety department to check 
whether the found incident candidates include severe incident 
reports or not. Figure 1 shows the interface of the system which 
we asked the staff to use for checking.

4.  Results

The clinical notes used as the training data have 6,148 kinds 
of words, which means the number of the dimensions of the 
document vector space was 6,148. This number was enough large 
for the linear kernel SVM to work effectively.

The system extracted 121 incident candidates from the 294,731 
clinical notes. 34 of them were judged to include severe incident 
reports by the staff of the medical safety department, which 
means that the precision is 28.1%. 31 of them were related to 
sudden critical changes of patients’ conditions; other two were 
related to incidents during surgeries; the other was related to a 
fall from a bed. Moreover, several sudden critical changes among 
the detected incidents were not reported actually.
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5.  Discussions

The precision of the results is lower than the preliminary 
evaluation. However, considering that the rate of negative 
instances was much higher than the one in the preliminary 
evaluation, the linear kernel SVM could avoid overfitting and 
refrain the number of false negative effectively.

Unlike similar studies our proposed method used natural 
language processing to detect unreported incidents of any kind 
without being limited to specific topics.

This study was limited to a specific timeframe for a single hospital. In 
order to evaluate the generalizability of this result, we need to adopt 
our proposed method to multiple hospitals in a longer timeframe.

6.  Conclusions

In this research, we aimed to establish a method to extract 
incident candidates from clinical notes in order to detect non-
reported severe incidents. In addition, we implemented a 
reporting system that presents incident candidates extracted by 
using the proposed method. The system successfully detected a 
non-reported incident to the safety management department, 
thus our goal was achieved.
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Figure 1: The interface of the implemented system.


