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Abstract

Objectives: The authors developed and evaluated a method of selecting accurate diagnosis procedure combination (DPC) codes based on standardized treatment information relative to the number of hospitalization days.

Methods: The authors used machine learning methods to generate DPC codes based on treatment data. The machine learning methods utilized were the Naïve Bayes method, the SVM method, and a combined method of the two methods. We prepared DPC code data and standardized treatment data corresponding to cases occurring in fiscal year 2008 at Kyoto University Hospital. To produce classification models, machine learning methods require a moderate amount of data corresponding to each DPC code; accordingly, we selected 166 DPC codes that were each related to at least 20 cases. The number of cases with these DPC codes was 10,123.

Results: DPC code selection was attempted using the Naïve Bayes method, the SVM method, and the combined method of the two; of these, the combined method yielded the best results, producing accurate DPC codes in 73.8% of cases. In addition, we were able to improve the precision of DPC code selection to 76.5% by utilizing partial treatment data gathered up to the 11th day of each hospitalization.

Conclusion: The present study confirmed the feasibility of automatic DPC code selection through machine learning methods based on treatment information. Our future work will include the construction of a system to select DPC codes automatically and the evaluation of this system to determine whether it can reduce doctors' workloads.
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1 Introduction

The diagnosis procedure combination (DPC) is a diagnosis group classification created in imitation of the diagnosis-related groups (DRGs) used in the US. DRGs and DPC are classifications according to principal diagnosis, the presence of complications, operations and treatments, and other relevant criteria. DRGs and DPC have been used to analyze diseases and hospital managing statuses [1, 2, 3, 4]. Thomas and Ashcraft have showed DRGs to be highly reliable to measure the severity of illness of patients [1]. Stang, Merrill and Kuss have calculated population-wide rates of hysterectomy across Germany on the basis of nationwide DRG statistics [2]. Lotter et al. have compared reimbursement of burns based on DRGs in four European countries [3]. Nakagawa, Yoshihara and Nakagawa have made indicators to evaluate the management efficiency and
medical activity in each DPC or DRG group [4]. In 2003, Japan introduced a payment system of medical fees based on DPC. Like the DRG-based payment system used in the US, the DPC-based payment system is a prospective payment system and is known as the DPC/PDPS (Per-Diem Payment System). Essentially, the medical fee associated with any particular hospitalization is determined based on the DPC assigned to that hospitalization. In hospitals that have adopted the DPC/PDPS system, doctors are requested to assign one DPC code to each case in order to calculate the medical fee associated with that case. In fiscal year 2011, the DPC/PDPS system was used in 1,449 hospitals and the beds in these 1,449 hospitals made up almost half of all hospital beds in Japan.

Selecting a DPC code for a case virtually never directly improves medical care, and the task regularly takes up time that could otherwise be devoted to patient care. Consequently, in some divisions of Kyoto University Hospital, chief physicians or assistant chief physicians select the DPC codes for all hospitalizations, taking the burdensome selection process upon them to save doctors’ time. Additionally, Suzuki et al. have pointed out the difficulty of accurately selecting only one DPC code for each patient because many patients have more than one disease [5]. For this reason, Suzuki et al. examined the capability of machine learning methods to select suitable DPC codes automatically based on the contents of discharge summaries [5]. Similarly, Okamoto et al. have improved the precision of automatic DPC code selection based on discharge summaries by testing several machine learning methods and combined methods of the machine learning methods [6]. They showed that DPC codes can be accurately assigned to cases automatically. However, the use of data from discharge summaries for this purpose will not help reduce doctors’ workloads because the discharge summary is usually written after the patient’s discharge and the selection of a DPC code is required for the patient to be discharged, meaning that a DPC code must be selected before the discharge summary is written.

Therefore, in order to reduce doctors’ workloads, the authors attempt to generate a means of accurate automatic DPC code selection based on treatment information which is stored before patient discharge.

2 Objectives

In this paper, the authors develop a method of accurate automatic DPC code selection based on standardized treatment information and evaluate the developed method. In the course of hospitalization, the patient undergoes a series of treatments, and thus, treatments are different depending on the phases of the hospitalization. Moreover, doctors are requested to decide a DPC code in an early date of hospitalization. Therefore, we evaluate how precisely DPC codes are selected based on partial treatment data relative to the number of hospitalization days.

3 Materials and Methods

3.1 DPC Codes

Hospitals adopting the DPC/PDPS system are required to submit DPC codes for each admission case to the Japanese government, which is a part of data set called File Format 1. DPC codes consist of 14 digits. The first six digits of a DPC code indicate the disease name while the remaining eight digits indicate disease severity, complications, the age of the patient, the purpose of admission, operations required, treatments needed, and other variables. For instance, in the DPC code 060030xx01x0xx, the first six digits (060030) indicate that the disease was malignant tumors of the small bowel and the remaining eight digits (xx01x0xx) show that the patient underwent small bowel resection. In fiscal year 2008, the number of DPC codes used in the DPC/PDPS system was 1,572 and the number of diseases indicated by the 1,572 DPC codes was 452. In fiscal year 2011, the number of DPC codes used was 1,880 and the number of diseases indicated by the 1,880 DPC codes was 474.

3.2 Treatment Data

Hospitals adopting the DPC/PDPS system must submit data on medical treatments to the Japanese government. The data on medical treatments are standardized and sorted into three types of files known as File D, File E and File F. Files E and F include complete treatment information; File E includes medical billing information according to the medical treatment fee system; File F includes more detailed information according to the daily medical records which corresponds to the minimum unit of the master file of medical materials or examinations, etc. File D, in contrast, includes only treatment information which is not included in terms of payment in the DPC/PDPS system. For instance, microscopic examination of pathological tissue is a treatment which is included in terms of payment in DPC/PDPS system, and so File D does not include the information of this; Pathologic diagnosis expense is a treatment which is not included in terms of payment in DPC/PDPS system, and so File D includes the information of this.

3.3 Machine Learning Methods

In this study, the authors use machine learning methods known as supervised learning, which learn a classified training set and then classify a sample set. These methods thus require a classified training set.

We describe the Naïve Bayes method [7] and the SVM (support vector machine) method [8], both of which are useful machine learning methods. Several previous studies have shown that the precision of automatic classification can
increase when machine learning methods are combined [9, 10, 11, 12]. In particular, Uchiyama et al. have shown that a combined method of machine learning methods using corresponding levels of confidence calculated by logistic regression analysis is effective [12]. Okamoto et al. have likewise demonstrated that the combined methods are effective means of selecting DPC codes based on discharge summaries [6]. Hence we explain not only the Naïve Bayes method and the SVM method but also their combined method of machine learning methods.

**Naïve bayes method**

The Naïve Bayes method measures frequencies of elements in a training set to obtain a classification model [7]. In this paper, we utilize a multinomial model, which takes into consideration occurrence frequencies of elements in data. For data in a sample set, the multinomial model calculates the likelihood of each class and classifies data into the class whose likelihood is highest in all classes. Note that, when we count the number of elements, we smooth the data using the Good-Turing method to prevent zero probability [13].

**SVM**

A support vector machine (SVM) [8] finds a hyper plane which can effectively separate a training set described in a vector space into two classes. Thus SVMs are basically binary classifiers. Here, we use linear SVMs, which are the simplest SVMs. Linear SVMs are known to be effective when the number of vector elements is large, as it often is in document classification. When SVMs are applied to multiclass classification problems, they must be combined and a class must be selected based on proper criteria. In this study, we use the one-versus-the-rest classification [14], the most popular SVM technique.

**Combined method**

In this study, we also utilize a combined method of machine learning methods that was proposed by Uchiyama et al. [12]. First, the combined method eliminates levels of confidence of machine learning methods through logistic regression analysis. Confidence is an expression of the correctness of each machine learning method. When the combined method eliminates corresponding levels of confidence, it uses classification scores of the most probable class and the second most probable class. Classification scores are indicators based on which machine learning methods classify data, for example, likelihood in the Naïve Bayes method and distances from hyperplanes in SVMs. A level of confidence \( P \) is calculated as follows:

\[
P = \frac{\exp Z}{1 + \exp Z} \tag{3}
\]

\[
Z = \beta_0 + \beta_1 L_1 + \beta_2 L_2 \tag{4}
\]

where \( \beta_0, \beta_1, \beta_2 \) are model parameters and \( L_1, L_2 \) are classification scores of the most probable class and the second most probable class. The combined method calculates the values of model parameters \( \beta_0, \beta_1, \beta_2 \) by using logistic regression analysis corresponding to every machine learning method and every class in a class set.

Next, the combined method classifies sample data through the following steps: i) It classifies the sample data using more than one machine learning method. ii) It calculates corresponding levels of confidence based on classification scores of the most probable class and the second most probable class corresponding to every machine learning method. iii) It classifies the sample data into the class selected by the machine learning method with the highest level of confidence.

**3.4 Experiments**

The authors used machine learning methods to accurately select DPC codes based on treatment data. Namely, the DPC code data were output variables of the machine learning methods and all treatment data included in Files D, E and F were input variables of the machine learning methods.

We prepared data corresponding to cases occurring in fiscal year 2008 at Kyoto University Hospital. In the cases, every patient was admitted after April 1st 2008 and was discharged before March 31st 2009. The number of cases submitted to the DPC/PDPS system was 14,460 and the number of DPC codes related to these cases was 1,133. When generating classification models, machine learning methods require a moderate amount of data corresponding to each class, i.e., each DPC code, and thus, we only chose DPC codes that were each assigned to at least 20 cases. The number of chosen DPC codes was 166 and the number of cases assigned to these DPC codes was 10,123. Table 1 shows the top-10 list of DPC codes in terms of the number of cases.

The machine learning methods we used in experiments were the Naïve Bayes method, the SVM method and the combined method of the two methods (introduced in 3.3.3). Note that we implemented the Naïve Bayes method, used SVM-Light [15] utilizing the SVM method, and created the combined method. In the Naïve Bayes method, elements and the occurrence frequencies of the elements correspond to treatment types and the number of treatments, respectively. In the SVM method, likewise, elements of vectors and the values of the elements correspond to treatment types and the number of treatments, respectively.

**Experiment 1**

We evaluated the feasibility of accurate automatic selection of DPC codes by applying the Naïve Bayes method, the SVM method and the combined method of the two methods to the...
chosen cases. The evaluation was performed via 10-fold cross-validation. We measured the precision of the 14 digits of the automatically selected DPC codes and the precision of their first six digits, which indicate the disease name. Furthermore, because an automatic DPC code selection system that proposes several candidate DPC codes could be effective, we had the methods generate five possible 14-digit DPC codes and measured their ability to produce one correct DPC code out of the five. We also had the methods generate five possible candidates of the first six digits of the DPC codes and measured their ability to produce one correct six-digit sequence. These four measurements, namely, the precision of the 14 digits of a single automatically selected DPC code, the precision of the first six digits of a single automatically selected DPC code, and the precision of one of five suggested 14-digit DPC codes, and the precision of one of five suggested first-six-digit sequences, are referred to as the 14-digit top-1 precision, the 6-digit top-1 precision, the 14-digit top-5 precision and the 6-digit top-5 precision, respectively. However, the combined method cannot be used to select additional DPC codes, because a combined method of machine learning methods used here selects a single one DPC code by selecting one machine learning method. Hence, the combined method selects the remaining four of the five possible DPC codes according to the Naïve Bayes method.

Experiment 2

We evaluated how precisely DPC codes are selected based on partial treatment data relative to the number of hospitalization days. Each machine learning method makes a classification model by using treatment data up to the x-th day of hospitalization and classifies a sample set consisting of treatment data up to the x-th day of hospitalization by utilizing the classification model. In this experiment, we evaluated the precision achieved using the Naïve Bayes method, the SVM method and the combined method of the Naïve Bayes method and the SVM.

4 Results

The results of experiment 1 are shown in Table 2. The second and third columns show the 14-digit top-1 precision and the 6-digit top-1 precision, respectively. The fourth and fifth columns show the 14-digit top-5 precision and the 6-digit top-5 precision, respectively.

Figures 1-4 show the 14-digit top-1 precision, the 6-digit top-1 precision, the 14-digit top-5 precision and the 6-digit top-5 precision, respectively, in experiment 2. In these figures, the Naïve Bayes method and the combined method of the Naïve Bayes method and the SVM method are abbreviated as NB and NB+SVM, respectively. Moreover, NB+SVM (all)
indicates the combined method which makes a classification model by using the treatment data of entire hospitalization as a training set and selects DPC codes by using a sample set consisting of the treatment data of entire hospitalization. The results of NB+SVM (all) are shown for comparison.

5 Discussion

In experiment 1, the combined method of the Naïve Bayes method and the SVM method yielded results that were more precise than those of either the Naïve Bayes method or the SVM method. The 14-digit top-5 precision and the 6-digit top-5 precision achieved using the combined method were almost 90% and over 90%, respectively; these levels of precision demonstrate that the combined method is useful. In experiment 2, all four precision values were maximized as the number of hospitalization days from which data were used approached 10, showing that DPC code selection based on partial treatment data relative to the number of hospitalization days is ideal and that characteristic treatments are tended to be administered at the beginning of hospitalization. In actuality, characteristic treatments, such as operations and expensive medicines, are administered at the beginning of hospitalization and a DPC code seems to be determined based on the characteristic treatments.

Horiguchi et al. proposed several rules by which to determine the DPC codes for cases to which disease names had already been assigned, and showed that 95.8% of cases were assigned proper DPC codes according to their rules [16]. In particular, they pointed out that when the first six digits of a DPC code are given, the remaining eight digits can be automatically selected with high precision. However, since they did not clearly divide their data into a training set and a sample set, their study did not have sufficient cross-validation. In the present study, the 14-digit top-1 precision of the combined method was 73.8% and the 6-digit top-1 precision of the combined method was 78.7%. The results confirmed that when the first six digits of a DPC code are given, the remaining eight digits can be automatically selected with high precision of 93.8%.

Nishi and Uozawa selected characteristic treatment data from Files E and F and constructed a decision tree using this data which was able to correctly determine the first six digits
of the DPC code in 74.5% of cases [17]. Since they selected the treatment data which they considered characteristic, however, the data were not standardized. In the present study, in experiment 1, the combined method yielded the first six digits of the appropriate DPC code with a higher level of precision: 78.7%. In experiment 2, the precision increased to 81.5% when data up to the 9th day of hospitalization were incorporated. Although it is difficult to compare the results of the present study with those of Nishi and Uozawa because of difference data sets used in each study, the precision of our results was higher in spite of the smaller size of training data and the larger number of possible DPC codes. The results achieved in the present study appear to be superior to those achieved in the study by Nishi and Uozawa.

In experiments 1 and 2, when the combined method selected five candidates, it preferred the Naïve Bayes method. If the combined method were to prefer the SVM method, the precision could increase. This is not likely, however, given that, in the other experiments where the combined method preferred the SVM method, the 14-digit top-5 precision and the 6-digit top-5 precision were 87.7% and 91.1%, respectively, which were lower than the levels achieved when the combined method preferred the Naïve Bayes method. Additionally, in DPC code selections using partial treatment data relative to the number of hospitalization days, the precision achieved when the combined method prefered the Naïve Bayes method was always higher than the precision achieved when the combined method preferred the SVM method.

In experiment 2, the machine learning methods made classification models by using partial treatment data from up to the x-th day of hospitalization to classify a sample set consisting of partial treatment data from up to the x-th day by utilizing the classification models. We compared this technique with the machine learning methods using the treatment data from the entire hospitalization as a training set. As x increased, the precision of the alternative methods approached asymptotically to the precision of the machine learning methods trained on treatment data from the entire hospitalization to select DPC codes using a sample set consisting of treatment data from the entire hospitalization. Also, the precision of the alternative methods was always less than the precision of the machine learning methods used in experiment 2 when x = 1, ..., 20. Thus we confirmed that a patient with a particular diagnosis does tend to undergo a series of treatments and that machine learning methods can learn effectively when trained on partial treatment data relative to the number of hospitalization days.

We consulted chief physicians in some divisions about the implications of automated coding in practical terms. According to them, they take a few minutes to select each DPC code and feel the processes laborious especially when they must change DPC codes. Though their comments cannot always reflect practical situations, we obtained suggestions about effective use of an automated coding system. If automatic selection of DPC codes by machine learning methods is to be implemented to reduce doctors’ workloads, one problem will have to be resolved. Machine learning methods need a moderate amount of data corresponding to each class. In the present study, we selected 166 DPC codes; in contrast, the number of DPC codes used in the DPC/PDPS system in fiscal year 2008 was 1,572. However, the 166 DPC codes used in the present study were assigned to 70.0% of the actual cases submitted to the DPC/PDPS system. To confirm the viability of automatic DPC code selection using machine learning methods, we consulted a doctor, who pointed out that, even if machine learning methods could be used to identify only partial DPC codes for only 70.0% of cases that alone would significantly reduce doctors’ workloads. Another drawback is that the DPC codes used in the DPC/PDPS system are revised every two years. Nevertheless, it is not difficult to translate the codes of an old DPC code system into a new version.

6 Conclusion

The authors evaluated automatic DPC code selection by machine learning methods based on treatment information for the purpose of reducing doctors’ workloads. In 73.8% of cases, accurate DPC codes were selected when the combined method of the Naïve Bayes method and the SVM method was used. In addition, we were able to improve the precision of DPC code selection to 76.5% by incorporating partial treatment information from up to the 11th day of hospitalization. Our future work will include the construction of a system that selects DPC codes automatically and the evaluation of this system to determine whether it can reduce doctors’ workloads.
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