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Abstract

Background: Tuberculosis (TB) is a major cause of illness
and death in many countries, especially in Asia and Africa.
Repeated tests of microscopic examination are needed to
be performed for early detection of the disease. Hence
there is a need to automate the diagnostic process for im-
provement in the sensitivity and accuracy of the test.
Objective: To automate the decision support system for
tuberculosis digital images using histogram based statisti-
cal features and evolutionary based extreme learning ma-
chines.
Materials and methods: The sputum smear positive and
negative images recorded under standard image acquisition
protocol are subjected to histogram based feature extrac-
tion technique. Most significant features are selected using
student ‘t’ test.

These significant features are further used as input to the
differential evolutionary extreme learning machine classi-
fier.
Results: Results demonstrate that the histogram based
significant features are able to differentiate TB positive
and negative images with a higher specificity and accu-
racy.
Conclusion: The methodology used in this work seems to
be useful for the automated analysis of TB sputum smear
images in mass screening disorders such as pulmonary tu-
berculosis.
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1 Introduction

Tuberculosis (TB) is a communicable disease for which
early diagnosis is critical to control the disease. Sputum
smear microscopy continues to be the most widely used
TB diagnostic method. The microscopy based TB screen-
ing method provides significant benefit to a large number
of TB burdened communities across the globe [1].

The International Union Against Tuberculosis and
Lung Disease recommend at least 100 view fields to be
examined per sputum sample. The number of bacilli in
these view fields is counted to grade the severity of the
disease [2].

Manual screening using microscope is a conventional
method employed for TB identification but it is tedious
and requires highly trained experts [3]. Besides huge vari-
ability in sensitivity, manual screening for bacillus identi-
fication is a labor intensive task.

It consumes 40 minutes to 3 hours depending on pa-
tient’s level of infection and it is needed to analyse 40 to

100 images of one slide. Hence automatic methods for TB
identification are highly demanded [3, 4].

Several image analysis techniques have been reported
for the automatic identification and classification of spu-
tum smear samples [4, 5, 6]. Image histogram is an im-
portant digital image tool that represents the statistical
information of the data within an image. The shape of
the histogram provides many clues to the characteristics
of the image. Different useful features from the histogram
describe quantitatively the first and higher order statis-
tical properties of the image. Common features include
mean, variance, skewness, kurtosis, energy and entropy
[7]. In order to classify the TB images into positive and
negative, most significant features are derived from the
original data sets. These significant features are used as
input to the evolutionary based learning machine for the
classification of sputum smear images into TB positive
and negative.

Various machine learning techniques have been ap-
plied in classifying the TB positive and negative images.
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The hybrid approach which takes advantages of both Dif-
ferential Evolution (DE) and Extreme Learning Machine
(ELM) has a more compact network. The DE process is
a global searching optimization method used to tune the
input weights and hidden layer biases where the output
weights are determined by the generalized inverse pro-
cedure. The ELM learning algorithm is faster and has
good generalization ability. The ELM algorithm over-
comes many issues in traditional gradient algorithms such
as stopping criterion, learning rate, number of epochs and
local minima. On account of these advantages, DE-ELM
has been effectively used in the field of medical diagnosis
[8, 9].

In this work, histogram based statistical features are
extracted from the sputum images. Most significant fea-
tures are further given as input to the DE-ELM classifier
to classify the TB positive and negative images.

2 Methods and Materials

2.1 Image Acquisition

The digital images of TB sputum smears captured us-
ing a fluorescence microscope at magnification 20× with
a camera in monochrome binning mode are used for this
analysis. The digitized sputum smear images (N = 100)
are subjected to histogram based feature extraction to
identify and classify the images into TB positive and ne-
gative.

2.2 Histogram Based Statistical Features

The histograms are constructed by quantizing the
image into bins. The statistical features such as mean,
variance, skewness, kurtosis, energy and entropy are cal-
culated by the probability distribution of intensity levels
in the histogram bins. The statistical feature mean rep-
resents the brightness of the image. The mean measures
the average value of intensity values. The image is bright
if mean value is high and dark if it is low. The variance is
the second order moment and it shows the contrast of gray
level intensities. The low value of the variance indicates
low contrast and the high value shows the high contrast
of the image [10].

Skewness is a third order moment and it measures the
inequality of intensity level distribution about the mean.
The negative skewness value indicates a large number of
intensity values on the right side of the mean or the tail
on the left side is longer than the right side. The positive
value indicates a large number of intensity values on the
left side of the mean or the tail on right side is longer than
the left side. The zero value indicates that the distribu-
tion of the intensity values is relatively equal on both sides
of the mean [11].

The fourth order moment kurtosis is used to measure
the peak distribution of intensity values around the mean.
The high value of kurtosis indicates a sharp peak distri-

bution with long and fat tail. The low value of kurtosis
indicates a rounded peak distribution with short and thin
tail. The kurtosis of normal distribution is three. Kur-
tosis value is greater than three for the distributions that
are more outlier prone than normal distribution. Distri-
butions that are less outlier prone have kurtosis less than
three [10].

The energy feature measures the uniformity of inten-
sity level distribution. If the value is high, then the dis-
tribution is to a small number of intensity levels. The en-
tropy measures the randomness of the distribution of the
coefficients values over the intensity levels. If the value
of entropy is high, then the distribution is among more
intensity levels in the image and this measurement is the
inverse of energy [10].

The mathematical formulations of the statistical fea-
tures extracted from the histogram are given in Table 1.
The nth moment of the normalized gray level histogram
is given by:

µn =
L∑
l=1

(kl −m)np(kl) (1)

where kl is the gray value of the lth pixel, m is the mean
gray value of the pixel, L is the number of distinct gray
levels, p(kl) is the normalized histogram representing the
probability density function of the pixel [11, 12, 13].

Table 1: Mathematical formulations of histogram based statis-
tical features.

Features Formula

Mean m =
∑L
l=1 klp(kl)

Variance σ2 =
√∑L

l=1(kl −m)2p(kl)

Skewness HS = 1
σ3

∑L
l1
(kl −m)3p(kl)

Kurtosis HK = 1
σ4

∑L
l1
(kl −m)4p(kl)− 3

Energy HE =
∑L
l1
{p(kl)}2

Entropy HN = −
∑L
l1
p(kl)log{p(kl)}

To choose the most significant features, student ‘t’ test
is performed over the feature sets for further classification
of the sputum smear images. The statistically significant
(p < 0.0001) features chosen are mean, skewness and kur-
tosis.

2.3 Differential Evolutionary Extreme
Learning Machines

Differential evolution proposed by Storn and Price is a
global searching optimization method which obtains more
compact network than the original ELM, as they require
a large number of hidden units and long time for re-
sponding to new input patterns [9]. The network archi-
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Figure 1: Typical TB (a) positive and (b) negative sputum smear image.

tecture comprises of three layers such as input, hidden
and output each consisting of one layer and is trained
with K hidden neurons to learn N distinct samples. In
the ELM algorithm, the network weights wi and bias bi
are randomly assigned. The hidden layer output matrix,
H = {hij}(i = 1, . . . , Nandj = 1, . . . ,K) is then calcu-
lated where hij = g(wj .xi + bj) denotes the output of
the jth hidden neuron with respect to the input xi and
g(x) represents the activation function. Finally, the out-
put weight β is computed from the least square solutions
β = H†T , where H† is the Moore-Penrose generalized
inverse of H and T =

[
t1, . . . , tN

]
T is the matrix of de-

sired outputs [8]. The Root Mean Square Error (RMSE)
between the test target and the actual target is calcu-
lated. The RMSE of testing samples is used as a standard
to analyze the testing accuracy, which is affected by the
number of hidden neurons and activation function. Clas-
sification accuracy increases with decrease in RMSE and
reflects the discrepancy between the actual and target val-
ues and is evaluated as [14]

RMSE =

√∑N
i=1 ‖

∑K
j=1 βjg(wjxi + bj)− ti‖22

N
(2)

The performance of the classifier is tested using sen-
sitivity, specificity and accuracy. Sensitivity is referred
to the fraction of positive images correctly classified as
positive, specificity is referred to the fraction of negative
images correctly classified as negative and accuracy is re-
ferred to the ratio of correctly classified images to the total
images.

3 Results and Discussion

Typical representative of TB positive and negative
smear images are shown in Figures 1 (a) and (b) re-
spectively. TB positive image shows the presence of rod
shaped bacilli objects on a dark background. The negative
images may contain scanty or absence of bacilli. The spu-

tum smear images considered contain debris, which can
be due to poor or nonspecific staining of the smear slides
and due to overlapping bacilli. These debris objects do
not have uniform morphology. Histogram based statis-
tical features are extracted from these images to extract
useful statistical information that aid in differentiating the
images into TB positive and negative.

The normalized average and standard deviation values
of the histogram based statistical features for TB positive
and negative images are shown in Table 2. It is observed
that the average values of the features mean, variance,
skewness, kurtosis and entropy except energy are found
to be high for TB positive images than negative. The
mean intensity value of positive images is higher than the
negative that represents the brightness of the image. Since
the number of bacilli in TB negative images is lower, the
brightness is less and image is dark as represented by the
mean feature in Table 2.

Table 2: Average and standard deviation values of the his-
togram based statistical features.

Histogram based Average ± SD
statistical features TB positive TB negative

Mean 0.87 ± 0.03 0.83 ± 0.02 *
Variance 0.27 ± 0.19 0.16 ± 0.16
Skewness 0.56 ± 0.17 0.30 ± 0.18 *
Kurtosis 0.32 ± 0.18 0.11 ± 0.15 *
Energy 0.97 ± 0.05 0.97 ± 0.03
Entropy 0.29 ± 0.24 0.17 ± 0.10
* (p < 0.0001) highly statistically significant

TB positive images consists of a large number of rod
shaped objects, hence the contrast is comparatively higher
than negative images. Contrast of TB negative images is
lower because of the absence or presence of scanty number
of bacilli exhibiting a lower variance value. The positive
skewness of both positive and negative indicates the uni-
formity of background intensity values. Because of the
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Figure 2: Quadratic fit of (a) skewness (b) kurtosis as a function of mean values (c) kurtosis as a function of skewness value.

presence of numerous foreground objects (bacilli) in posi-
tive images, the skewness is higher than negative.

The higher value of kurtosis is due to the sharp change
in gray level that arises around the edge of bacilli and
smears in the positive images. The energy feature mea-
sures an equal value which measures the uniformity of
intensity level distribution in both positive and negative
images. The entropy is observed to be high for positive
images as the distribution is among more intensity levels
than negative. To reduce the complexity in classifying
the positive and negative images the most significant fea-
tures are chosen using student ‘t’ test. Table 2 shows the
highly statistically significant (p < 0.0001) features mean,
skewness and kurtosis.

Quadratic fit of skewness and kurtosis as a function of
mean values are shown in Figures 2 (a) and (b). The mean

value of TB positive images is 0.87 that differs from that
of negative which is about 0.83. The plot in Figure 2 (a)
shows the variation of average intensity with respect to
the distribution of intensity values for both positive and
negative images. It is observed that the two (TB positive
and negative) groups centred on the mean value assist in
classification of these images. Similarly Figure 2 (b) shows
the variation of average intensity with respect to degree
of peaked-ness of the distribution.

The quadratic fit of kurtosis as a function of skew-
ness value is shown in Figure 2 (c). It is observed that
the skewness value of TB positive images is centered on
0.56 and for negative images it is centered on 0.30. Also,
Figure 2 (c) presents the variation in distribution of in-
tensity values with respect to degree of peaked-ness. In
order to differentiate the positive and negative images, the
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three significant features are further given as input to the
DE-ELM classifier.

Figure 3: Error plot for varying number of hidden neurons and
activation function.

The performance of the classifier is evaluated using
RMSE by varying the number of hidden neurons as shown
in Figure 3. The evaluation is performed for different acti-
vation function such as radial basis, triangular, hard limit,

sigmoidal and sine. The corresponding RMSE values are
presented in Table 3.

It is observed from Table 3 that radial basis activa-
tion function seems to perform with a lower RMSE value
(0.637) for ten numbers of hidden neurons. Hence radial
basis activation function is considered for further analysis
of the classifier.

Figure 4: Error plot for varying number of hidden neurons and
activation function.

Table 3: RMSE for varying number of hidden neurons and activation function.

No. of hidden RMSE for different activation function
neurons Radial basis Triangular Hard limit Sigmoidal Sine

1 1.055 3.073 6.252 0.957 3.243
2 0.747 0.816 0.837 0.810 0.771
3 0.806 0.802 0.732 0.785 0.770
4 0.838 0.757 0.717 0.724 0.655
5 0.927 0.750 0.762 0.893 0.723
6 0.715 0.779 0.755 0.833 0.834
7 0.723 0.711 0.732 0.718 0.735
8 0.686 0.675 0.729 0.716 0.706
9 0.651 0.652 0.717 0.694 0.683
10 0.637 0.753 0.687 0.851 0.713
20 1.225 1.368 0.718 0.922 0.881
30 1.831 2.397 2.418 1.479 2.069
40 1.427 0.827 2.305 1.506 0.733
50 3.186 3.637 105.334 18.671 3.297
60 9.800 69.665 6.010 153.675 42.551
70 34.667 12.810 47.046 22.404 39.253
80 16.367 23.439 86.396 205.710 52.618
90 71.383 3.315 25.680 23.258 13.691
100 39.535 61.134 3.892 45.384 71.945

* (p < 0.0001) highly statistically significant
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The error plot and classification accuracy is shown in
Figure 4 for different number of hidden neurons with ra-
dial basis function as the activation function. The number
of hidden neurons is observed to be ten for the minimum
RMSE and maximum classification accuracy.

Table 4: Confusion matrix of the classifier.
Predicted class

Confusion matrix Positive Negative
(train/test) (train/test)

Actual class

Positive
28/17 02/03

(train/test)
Negative

00/00 30/20
(train/test)

Table 4 shows the confusion matrix of the classifier,
presenting the actual and the predicted classes for both
training and testing. Since all the negative images sub-
jected to this methodology are predicted correctly, speci-
ficity of both training and testing is observed to be 100%.
Except three of the 40% test data remaining are correctly
predicted and thus the accuracy is observed to be 92.5%
with a training accuracy of 96.7%.

4 Conclusion

Any person with active tuberculosis is capable of in-
fecting on average between 10 and 15 people every year
[15]. Therefore, early automated detection of the disease
is vital for monitoring, control and for treatment of tuber-
culosis.

In this work, an attempt has been made to auto-
mate the decision support system for tuberculosis digi-
tal images using histogram based statistical features and
evolutionary based extreme learning machines. Results
demonstrate that the significant histogram features are
able to differentiate TB positive and negative images with
a higher specificity and accuracy. Thus the methodology
seems to be useful for the automated analysis of TB spu-
tum smear images in mass screening disorders such as pul-
monary tuberculosis.
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