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General Remarks

This journal follows the guidelines of the Interna-
tional Committee of Medical Journal Editors (http://
www.icmje.org/index.html) and the Committee on Publi-
cation Ethics (http://www.publicationethics.org).

Authors should especially be aware of the following
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Authorship
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acquisition of data, or analysis and interpretation of
data;

(2) drafting the article or revising it critically for im-
portant intellectual content; and

(3) final approval of the version to be published.

Conflicts of interest

All authors must disclose any financial and personal re-
lationships with other people or organizations that could
inappropriately influence (bias) their actions.

Protection of human subjects and animals in research

Authors who submit a manuscript on research
involving human subjects should indicate in the
manuscript whether the procedures followed were in
compliance with the ethical standards of the respon-
sible committee on human experimentation (institu-
tional and national) and with the World Medical As-
sociation Declaration of Helsinki on Ethical Princi-
ples for Medical Research Involving Human Subjects
(http://www.wma.net/en/30publications/10policies/b3/).

European Journal for Biomedical Informatics does not
publish material that has already appeared elsewhere.
Submitted manuscripts should not be submitted in paral-
lel to any other journal.

Manuscript preparation

Authors are kindly requested to carefully follow all in-
structions on how to write a paper. In cases where the
instructions are not followed, the paper will be returned
immediately with a request for changes, and the editorial
review process will only start when the paper has been
resubmitted in the correct style.

Authors are responsible for obtaining permission to
reproduce any copyrighted material and this permission
should be acknowledged in the paper.

Authors should not use the names of patients. Patients
should not be recognizable from photographs unless their

written permission has first been obtained. This permis-
sion should be acknowledged in the paper.

In general the manuscript text (excluding sum-
mary, references, figures, and tables) should not exceed
5 000 words.

Kindly send the final and checked source and PDF
files of your paper to manuscripts@ejbi.org. You should
make sure that the LATEX and the PDF files are identical
and correct and that only one version of your paper is
sent. Please note that we do not need the printed paper.

Where appropriate, the paper should be organised into
the following sections: Abstract, Introduction, Objectives,
Methods, Results, Discussion, Conclusions, Acknowledg-
ments and References. Apart from the main headings,
subheadings should be used and may be numbered.

Authors are strongly encouraged to use LATEX2ε
for the preparation of manuscript. The LATEX tem-
plate ejbi_template.tex can be downloaded from
www.ejbi.org/en/instructions/.

When you are not able to use LATEX, please use MS
Word or OO Writer and send us the unformatted text.
Kindly follow just instructions about preparing figures,
tables and references. We are going to convert your text
into LATEX instead of you.

If you use LATEX together with our template file,
ejbi_template.tex, your text is typeset automatically.
Please do not change the preset fonts. Do not use your
own macros, or styles.

Please use the commands \label and \ref for cross-
references and the commands \bibitem and \cite for
references to the bibliography, to enable us to create hy-
perlinks at these places.

Title page

The first page of the article should contain: title of the
paper (also the shorter version for running heads), initials
and last name of each author, to be followed with their in-
stitutional affiliations, the name, address, e-mail address
and telephone of the corresponding author.

Abstract and Keywords

The abstract should summarize the contents of the pa-
per and should not exceed 250 words. Authors are re-
quested to write a structured summary, adhering to the
following headings: Background (optional), Objectives,
Methods, Results, Conclusions.

At the end of the Abstract, the contents of the pa-
per should be specified by, at most, five keywords. We
recommend using MeSH keywords.

Headings

Headings should be capitalized (i.e. nouns, verbs, and
all other words except articles, prepositions, and conjunc-
tions should be set with an initial capital) and should be
aligned to the left. Words joined by a hyphen are subject
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are happy with the print quality before you send the files.

In the printed volumes, illustrations are generally
black and white (halftones), and only in exceptional cases,
and if the author is prepared to cover the extra cost
for colour reproduction, are coloured pictures accepted.
Coloured pictures are welcome in the electronic version
free of charge. If you send coloured figures that are to
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Displayed equations or formulas are centred and set on
a separate line (with an extra line or halfline space above
and below). Displayed expressions should be numbered
for reference. The numbers should be consecutive within
each section or within the contribution, with numbers en-
closed in parentheses and set on the right margin.

Footnotes

The superscript numeral used to refer to a footnote
appears in the text either directly after the word to be

discussed or – in relation to a phrase or a sentence – fol-
lowing the punctuation sign (comma, semicolon, or pe-
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Computational Techniques for Infectious Diseases and

Clinical Research

Mannar Jawahar Ponnuswamy1, Kamalanand Krishnamurthy2

1 Centre for University Industry Collaboration, Anna University, Chennai 600025, India
2 Department of Instrumentation Engineering, MIT Campus, Anna University, Chennai 600044, India

The unpredictable nature of infectious diseases has been
a source of fear and superstition since early times. The pur-
pose of introducing mathematics in the field of infectious
diseases is to understand the dynamics of infections and for
analysis [1]. The first mathematical model of an infectious
disease was proposed by Daniel Bernoulli, a Swiss Mathe-
matician and Physicist. In 1760, Daniel Bernoulli developed
a differential equation model to quantitatively analyze how
cowpox inoculation affects the spread of smallpox. Further,
Bernoulli used the model to assess the practical advantages
of a vaccination program [2, 3].

Over the years, the use of mathematical and computa-
tional models for understanding the dynamics of the infec-
tion, for analyzing the spread of diseases and for establishing
the effectiveness of vaccines, has greatly revolutionized the
study of infectious diseases and epidemic outbreaks [4]. The
computational techniques for analyzing infectious diseases
are diverse and growing rapidly. Some techniques have been
newly developed, whereas others have been derived from
diverse fields including dynamical systems, stochastic pro-
cesses, statistical physics, graph theory, statistics, operations
research and high-performance computing [5].

Recently, several computational methods such as image
processing, numerical methods, optimization, statistics, ar-
tificial intelligence etc. have been successfully employed for
biomedical analysis and medical diagnostics. Such tools have
proved to be valuable for treatment and surgery planning,
design of biosensors and development of decision support
systems.

The European Journal for Biomedical Informatics (EJBI),
being an official journal of the European Federation for Me-
dical Informatics, offers an excellent forum for sharing and
understanding of interdisciplinary scientific knowledge be-
tween the biomedical researchers and the healthcare industry.
Being a multilingual journal, EJBI also ensures the wide reach
of information on an international scale.

This special issue of EJBI entitled “Applications of Com-
putational Techniques in Infectious Diseases and Clinical Re-
search” gathers the authors’ effort to bring relevant scien-
tific and technological discussion about the applicability of
computational methods such as image processing, intelligent
computing, finite element methods, etc. in multidisciplinary
areas of infectious diseases and clinical research.

This issue comprises eight excellent contributions which
depict ideas applied in diverse areas such as intelligent biosen-
sor development, infectious diseases such as HIV and tuber-

culosis, analysis of clinical signals and images, and clinical
biomechanics.

Tuberculosis is a highly infectious disease and is a major
cause of death in underdeveloped and developing countries.
In the paper presented by Priya and Srinivasan, an automated
decision support system based on evolutionary extreme learn-
ing machines and sputum smear images has been developed
for diagnosis of Tuberculosis infection.

In recent years, the spread of HIV/AIDS has become a
global problem and is considered to be the most severe health
crisis of modern times. In the article submitted by Senbaga-
malar and Baskar Babujee, the authors have analyzed the
anti HIV activity of Quinolone Carboxylic acids using graph
theory.

Next, in the research article presented by Subashini et
al., the authors have extensively analyzed the antimicrobial
effects of the selected herbal plants such as Solanum xan-
thocarpum, Solanum nigrum and Helianthus annuus, using
digital image processing techniques.

In the next paper authored by Ganapathi et al., the au-
thors have used finite element methods for design and ana-
lysis of a hip implant model for surgical planning. The au-
thors have further optimized the implant for improving pa-
tient safety.

Breast cancer is one of the most common malignancy
in women and is a continuing threat worldwide. In the pa-
per presented by Yuvaraj and Ragupathy, a computer aided
method for segmentation and classification of mass in mam-
mographic images has been developed using a hybrid neuro-
fuzzy system.

In the next article presented by Najumnissa and Ran-
gaswamy, a detailed comparison on the classification per-
formance of intelligent computing techniques such as back
propagation networks, adaptive neuro-fuzzy inference sys-
tem, particle swarm optimization based neural networks and
radial basis function neural networks, for classification of nor-
mal and abnormal EEG signals, has been performed.

The paper authored by Innocent et al., describes a com-
puter aided semen quantification technique for analyzing the
quality of sperm in men. At present, infertility has become
a major concern in marital relationships and an automated
system for evaluation of sperm quality is highly useful for fast
and efficient analysis of infertility in men.

In the final paper of this special issue, presented by Durai
Arun et al., the authors have developed an image based mi-
crotiter plate reader system for 96-well format fluorescence

c©2013 EuroMISE s.r.o. EJBI – Volume 9 (2013), Issue 2
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assays, using a blue light excitation and a k-means classifier.
Very promising results have been obtained and this interest-
ing work appears to be of high clinical importance.

This joint Indo-European effort clearly magnifies the ap-
plicability and importance of computational methods in the
fields of infectious diseases and clinical research. We are in-
debted to the Editor-in-Chief, Prof. Dr. Jana Zvárová and
the Executive Editor, Dr. Petra Přečková for their valuable
support. The Editors would like to thank the Reviewers of
this special issue, for their excellent reviews and comments.
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Automated Decision Support System for Tuberculosis Digital

Images Using Evolutionary Learning Machines

E. Priya1, S. Srinivasan1

1 Department of Instrumentation Engineering, Madras Institute of Technology, Anna University, Chennai

Abstract

Background: Tuberculosis (TB) is a major cause of illness
and death in many countries, especially in Asia and Africa.
Repeated tests of microscopic examination are needed to
be performed for early detection of the disease. Hence
there is a need to automate the diagnostic process for im-
provement in the sensitivity and accuracy of the test.
Objective: To automate the decision support system for
tuberculosis digital images using histogram based statisti-
cal features and evolutionary based extreme learning ma-
chines.
Materials and methods: The sputum smear positive and
negative images recorded under standard image acquisition
protocol are subjected to histogram based feature extrac-
tion technique. Most significant features are selected using
student ‘t’ test.

These significant features are further used as input to the
differential evolutionary extreme learning machine classi-
fier.
Results: Results demonstrate that the histogram based
significant features are able to differentiate TB positive
and negative images with a higher specificity and accu-
racy.
Conclusion: The methodology used in this work seems to
be useful for the automated analysis of TB sputum smear
images in mass screening disorders such as pulmonary tu-
berculosis.

Keywords

Tuberculosis, sputum smear, histogram, differential evolu-
tion, extreme learning machines

Correspondence to:

S. Srinivasan
Department of Instrumentation Engineering,
Madras Institute of Technology
Address: Anna University, Chennai – 600 044
E–mail: srini@mitindia.edu

EJBI 2013; 9(2):3–8
received: January 9, 2013
accepted: March 25, 2013
published: August 30, 2013

1 Introduction

Tuberculosis (TB) is a communicable disease for which
early diagnosis is critical to control the disease. Sputum
smear microscopy continues to be the most widely used
TB diagnostic method. The microscopy based TB screen-
ing method provides significant benefit to a large number
of TB burdened communities across the globe [1].

The International Union Against Tuberculosis and
Lung Disease recommend at least 100 view fields to be
examined per sputum sample. The number of bacilli in
these view fields is counted to grade the severity of the
disease [2].

Manual screening using microscope is a conventional
method employed for TB identification but it is tedious
and requires highly trained experts [3]. Besides huge vari-
ability in sensitivity, manual screening for bacillus identi-
fication is a labor intensive task.

It consumes 40 minutes to 3 hours depending on pa-
tient’s level of infection and it is needed to analyse 40 to

100 images of one slide. Hence automatic methods for TB
identification are highly demanded [3, 4].

Several image analysis techniques have been reported
for the automatic identification and classification of spu-
tum smear samples [4, 5, 6]. Image histogram is an im-
portant digital image tool that represents the statistical
information of the data within an image. The shape of
the histogram provides many clues to the characteristics
of the image. Different useful features from the histogram
describe quantitatively the first and higher order statis-
tical properties of the image. Common features include
mean, variance, skewness, kurtosis, energy and entropy
[7]. In order to classify the TB images into positive and
negative, most significant features are derived from the
original data sets. These significant features are used as
input to the evolutionary based learning machine for the
classification of sputum smear images into TB positive
and negative.

Various machine learning techniques have been ap-
plied in classifying the TB positive and negative images.

c©2013 EuroMISE s.r.o. EJBI – Volume 9 (2013), Issue 2
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The hybrid approach which takes advantages of both Dif-
ferential Evolution (DE) and Extreme Learning Machine
(ELM) has a more compact network. The DE process is
a global searching optimization method used to tune the
input weights and hidden layer biases where the output
weights are determined by the generalized inverse pro-
cedure. The ELM learning algorithm is faster and has
good generalization ability. The ELM algorithm over-
comes many issues in traditional gradient algorithms such
as stopping criterion, learning rate, number of epochs and
local minima. On account of these advantages, DE-ELM
has been effectively used in the field of medical diagnosis
[8, 9].

In this work, histogram based statistical features are
extracted from the sputum images. Most significant fea-
tures are further given as input to the DE-ELM classifier
to classify the TB positive and negative images.

2 Methods and Materials

2.1 Image Acquisition

The digital images of TB sputum smears captured us-
ing a fluorescence microscope at magnification 20× with
a camera in monochrome binning mode are used for this
analysis. The digitized sputum smear images (N = 100)
are subjected to histogram based feature extraction to
identify and classify the images into TB positive and ne-
gative.

2.2 Histogram Based Statistical Features

The histograms are constructed by quantizing the
image into bins. The statistical features such as mean,
variance, skewness, kurtosis, energy and entropy are cal-
culated by the probability distribution of intensity levels
in the histogram bins. The statistical feature mean rep-
resents the brightness of the image. The mean measures
the average value of intensity values. The image is bright
if mean value is high and dark if it is low. The variance is
the second order moment and it shows the contrast of gray
level intensities. The low value of the variance indicates
low contrast and the high value shows the high contrast
of the image [10].

Skewness is a third order moment and it measures the
inequality of intensity level distribution about the mean.
The negative skewness value indicates a large number of
intensity values on the right side of the mean or the tail
on the left side is longer than the right side. The positive
value indicates a large number of intensity values on the
left side of the mean or the tail on right side is longer than
the left side. The zero value indicates that the distribu-
tion of the intensity values is relatively equal on both sides
of the mean [11].

The fourth order moment kurtosis is used to measure
the peak distribution of intensity values around the mean.
The high value of kurtosis indicates a sharp peak distri-

bution with long and fat tail. The low value of kurtosis
indicates a rounded peak distribution with short and thin
tail. The kurtosis of normal distribution is three. Kur-
tosis value is greater than three for the distributions that
are more outlier prone than normal distribution. Distri-
butions that are less outlier prone have kurtosis less than
three [10].

The energy feature measures the uniformity of inten-
sity level distribution. If the value is high, then the dis-
tribution is to a small number of intensity levels. The en-
tropy measures the randomness of the distribution of the
coefficients values over the intensity levels. If the value
of entropy is high, then the distribution is among more
intensity levels in the image and this measurement is the
inverse of energy [10].

The mathematical formulations of the statistical fea-
tures extracted from the histogram are given in Table 1.
The nth moment of the normalized gray level histogram
is given by:

µn =
L∑
l=1

(kl −m)np(kl) (1)

where kl is the gray value of the lth pixel, m is the mean
gray value of the pixel, L is the number of distinct gray
levels, p(kl) is the normalized histogram representing the
probability density function of the pixel [11, 12, 13].

Table 1: Mathematical formulations of histogram based statis-
tical features.

Features Formula

Mean m =
∑L
l=1 klp(kl)

Variance σ2 =
√∑L

l=1(kl −m)2p(kl)

Skewness HS = 1
σ3

∑L
l1
(kl −m)3p(kl)

Kurtosis HK = 1
σ4

∑L
l1
(kl −m)4p(kl)− 3

Energy HE =
∑L
l1
{p(kl)}2

Entropy HN = −
∑L
l1
p(kl)log{p(kl)}

To choose the most significant features, student ‘t’ test
is performed over the feature sets for further classification
of the sputum smear images. The statistically significant
(p < 0.0001) features chosen are mean, skewness and kur-
tosis.

2.3 Differential Evolutionary Extreme
Learning Machines

Differential evolution proposed by Storn and Price is a
global searching optimization method which obtains more
compact network than the original ELM, as they require
a large number of hidden units and long time for re-
sponding to new input patterns [9]. The network archi-
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Figure 1: Typical TB (a) positive and (b) negative sputum smear image.

tecture comprises of three layers such as input, hidden
and output each consisting of one layer and is trained
with K hidden neurons to learn N distinct samples. In
the ELM algorithm, the network weights wi and bias bi
are randomly assigned. The hidden layer output matrix,
H = {hij}(i = 1, . . . , Nandj = 1, . . . ,K) is then calcu-
lated where hij = g(wj .xi + bj) denotes the output of
the jth hidden neuron with respect to the input xi and
g(x) represents the activation function. Finally, the out-
put weight β is computed from the least square solutions
β = H†T , where H† is the Moore-Penrose generalized
inverse of H and T =

[
t1, . . . , tN

]
T is the matrix of de-

sired outputs [8]. The Root Mean Square Error (RMSE)
between the test target and the actual target is calcu-
lated. The RMSE of testing samples is used as a standard
to analyze the testing accuracy, which is affected by the
number of hidden neurons and activation function. Clas-
sification accuracy increases with decrease in RMSE and
reflects the discrepancy between the actual and target val-
ues and is evaluated as [14]

RMSE =

√∑N
i=1 ‖

∑K
j=1 βjg(wjxi + bj)− ti‖22

N
(2)

The performance of the classifier is tested using sen-
sitivity, specificity and accuracy. Sensitivity is referred
to the fraction of positive images correctly classified as
positive, specificity is referred to the fraction of negative
images correctly classified as negative and accuracy is re-
ferred to the ratio of correctly classified images to the total
images.

3 Results and Discussion

Typical representative of TB positive and negative
smear images are shown in Figures 1 (a) and (b) re-
spectively. TB positive image shows the presence of rod
shaped bacilli objects on a dark background. The negative
images may contain scanty or absence of bacilli. The spu-

tum smear images considered contain debris, which can
be due to poor or nonspecific staining of the smear slides
and due to overlapping bacilli. These debris objects do
not have uniform morphology. Histogram based statis-
tical features are extracted from these images to extract
useful statistical information that aid in differentiating the
images into TB positive and negative.

The normalized average and standard deviation values
of the histogram based statistical features for TB positive
and negative images are shown in Table 2. It is observed
that the average values of the features mean, variance,
skewness, kurtosis and entropy except energy are found
to be high for TB positive images than negative. The
mean intensity value of positive images is higher than the
negative that represents the brightness of the image. Since
the number of bacilli in TB negative images is lower, the
brightness is less and image is dark as represented by the
mean feature in Table 2.

Table 2: Average and standard deviation values of the his-
togram based statistical features.

Histogram based Average ± SD
statistical features TB positive TB negative

Mean 0.87 ± 0.03 0.83 ± 0.02 *
Variance 0.27 ± 0.19 0.16 ± 0.16
Skewness 0.56 ± 0.17 0.30 ± 0.18 *
Kurtosis 0.32 ± 0.18 0.11 ± 0.15 *
Energy 0.97 ± 0.05 0.97 ± 0.03
Entropy 0.29 ± 0.24 0.17 ± 0.10
* (p < 0.0001) highly statistically significant

TB positive images consists of a large number of rod
shaped objects, hence the contrast is comparatively higher
than negative images. Contrast of TB negative images is
lower because of the absence or presence of scanty number
of bacilli exhibiting a lower variance value. The positive
skewness of both positive and negative indicates the uni-
formity of background intensity values. Because of the
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Figure 2: Quadratic fit of (a) skewness (b) kurtosis as a function of mean values (c) kurtosis as a function of skewness value.

presence of numerous foreground objects (bacilli) in posi-
tive images, the skewness is higher than negative.

The higher value of kurtosis is due to the sharp change
in gray level that arises around the edge of bacilli and
smears in the positive images. The energy feature mea-
sures an equal value which measures the uniformity of
intensity level distribution in both positive and negative
images. The entropy is observed to be high for positive
images as the distribution is among more intensity levels
than negative. To reduce the complexity in classifying
the positive and negative images the most significant fea-
tures are chosen using student ‘t’ test. Table 2 shows the
highly statistically significant (p < 0.0001) features mean,
skewness and kurtosis.

Quadratic fit of skewness and kurtosis as a function of
mean values are shown in Figures 2 (a) and (b). The mean

value of TB positive images is 0.87 that differs from that
of negative which is about 0.83. The plot in Figure 2 (a)
shows the variation of average intensity with respect to
the distribution of intensity values for both positive and
negative images. It is observed that the two (TB positive
and negative) groups centred on the mean value assist in
classification of these images. Similarly Figure 2 (b) shows
the variation of average intensity with respect to degree
of peaked-ness of the distribution.

The quadratic fit of kurtosis as a function of skew-
ness value is shown in Figure 2 (c). It is observed that
the skewness value of TB positive images is centered on
0.56 and for negative images it is centered on 0.30. Also,
Figure 2 (c) presents the variation in distribution of in-
tensity values with respect to degree of peaked-ness. In
order to differentiate the positive and negative images, the
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three significant features are further given as input to the
DE-ELM classifier.

Figure 3: Error plot for varying number of hidden neurons and
activation function.

The performance of the classifier is evaluated using
RMSE by varying the number of hidden neurons as shown
in Figure 3. The evaluation is performed for different acti-
vation function such as radial basis, triangular, hard limit,

sigmoidal and sine. The corresponding RMSE values are
presented in Table 3.

It is observed from Table 3 that radial basis activa-
tion function seems to perform with a lower RMSE value
(0.637) for ten numbers of hidden neurons. Hence radial
basis activation function is considered for further analysis
of the classifier.

Figure 4: Error plot for varying number of hidden neurons and
activation function.

Table 3: RMSE for varying number of hidden neurons and activation function.

No. of hidden RMSE for different activation function
neurons Radial basis Triangular Hard limit Sigmoidal Sine

1 1.055 3.073 6.252 0.957 3.243
2 0.747 0.816 0.837 0.810 0.771
3 0.806 0.802 0.732 0.785 0.770
4 0.838 0.757 0.717 0.724 0.655
5 0.927 0.750 0.762 0.893 0.723
6 0.715 0.779 0.755 0.833 0.834
7 0.723 0.711 0.732 0.718 0.735
8 0.686 0.675 0.729 0.716 0.706
9 0.651 0.652 0.717 0.694 0.683
10 0.637 0.753 0.687 0.851 0.713
20 1.225 1.368 0.718 0.922 0.881
30 1.831 2.397 2.418 1.479 2.069
40 1.427 0.827 2.305 1.506 0.733
50 3.186 3.637 105.334 18.671 3.297
60 9.800 69.665 6.010 153.675 42.551
70 34.667 12.810 47.046 22.404 39.253
80 16.367 23.439 86.396 205.710 52.618
90 71.383 3.315 25.680 23.258 13.691
100 39.535 61.134 3.892 45.384 71.945

* (p < 0.0001) highly statistically significant
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The error plot and classification accuracy is shown in
Figure 4 for different number of hidden neurons with ra-
dial basis function as the activation function. The number
of hidden neurons is observed to be ten for the minimum
RMSE and maximum classification accuracy.

Table 4: Confusion matrix of the classifier.
Predicted class

Confusion matrix Positive Negative
(train/test) (train/test)

Actual class

Positive
28/17 02/03

(train/test)
Negative

00/00 30/20
(train/test)

Table 4 shows the confusion matrix of the classifier,
presenting the actual and the predicted classes for both
training and testing. Since all the negative images sub-
jected to this methodology are predicted correctly, speci-
ficity of both training and testing is observed to be 100%.
Except three of the 40% test data remaining are correctly
predicted and thus the accuracy is observed to be 92.5%
with a training accuracy of 96.7%.

4 Conclusion

Any person with active tuberculosis is capable of in-
fecting on average between 10 and 15 people every year
[15]. Therefore, early automated detection of the disease
is vital for monitoring, control and for treatment of tuber-
culosis.

In this work, an attempt has been made to auto-
mate the decision support system for tuberculosis digi-
tal images using histogram based statistical features and
evolutionary based extreme learning machines. Results
demonstrate that the significant histogram features are
able to differentiate TB positive and negative images with
a higher specificity and accuracy. Thus the methodology
seems to be useful for the automated analysis of TB spu-
tum smear images in mass screening disorders such as pul-
monary tuberculosis.
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Abstract

Background: Quantitative structure–activity relationships
(QSAR) are a major factor in contemporary drug design-
ing. Thus, it is quite clear that a large number of users of
QSAR are located in industrial research units.
Objectives: A Topological Index is a numeric quantity
that is mathematically derived in a direct and uambigu-
ous manner from the structural graph of a molecule. In
structure-activity relationship studies, molecular topology
quantifies chemical structure into characteristic numerical
descriptors. All structural formulas of chemical compounds
are molecular graphs where vertices represent the set of
atoms and edges represent chemical bonds. The construc-
tion and investigation of topological indices that could be
used to describe molecular structures is one of the im-
portant directions of mathematical chemistry Topological
descriptors developed for predicting physicochemical pro-
perties and biological activities of chemical substances can
be used for drug design.

Matherials and Methods: A number of successful QSAR
studies were made based on the Wiener index, Terminal
Wiener Index and Platt Number. These indices are derived
from matrices, like distance matrix and adjacency matrix
which represents a molecular graph. Zagreb Index is based
on degree connectivity indices.
Results and Conclusion: In this paper we analyze, Quan-
titative structure activity relationship studies were per-
formed on anti- HIV activity of Quinolone carboxylic acid
for Wiener Index, Terminal Wiener Index, Platt Number
and Zagreb Index.
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1 Introduction

The discovery of the human immunodeficiency virus
(HIV) as the causative agent of AIDS has led to enor-
mous efforts to unravel the basic action of the virus at
a molecular level. From this effort, a variety of targets
for potential intervention of HIV multiplication have been
identified. Anti-HIV therapy, today, is in need of new
drugs, which are less toxic, active against the drug re-
sistant mutants selected by current therapies in the viral
replicative cycle.

In the last decade, synthetic chemists have done
tremendous research efforts for the development of newer
anti-HIV agents [3]. Structure-based design, spurred by
the significant pitfalls of the traditional method and the
rapid advances in molecular-structure determination and
computational resources, has now been accepted as a ra-
tional approach for the generation of new pharmaceuti-
cals. The successful implementation of quantitative struc-

ture–property/activity relationship (QSPR/QSAR) cer-
tainly decreases the number of compounds synthesized, by
making it possible to select most promising compounds.
Non empirical parameters of chemical structure derived
from graph theoretic formalism are being used more fre-
quently by many researchers in QSAR studies pertaining
to molecular design, pharmaceutical drug-design, and en-
vironmental hazard assessment of chemicals. In chemistry,
a graph represents the topology of a molecule in the sense
that it depicts the pattern of connectedness of atoms in
the molecule, being at the same time, independent of such
metric aspects of molecular structure as equilibrium dis-
tance between nuclei, bond angles, etc. When a single
number represents a graph invariant, it is known as topo-
logical index or topological descriptor. These indices are
derived from matrices, like distance matrix and adjacency
matrix, which represent a molecular graph. Though nu-
merous topological descriptors have been reported in the
literature but only handful of them has been successfully

c©2013 EuroMISE s.r.o. EJBI – Volume 9 (2013), Issue 2



en10 Senbagamalar, Baskar Babujee – Predicting Anti HIV Activity of Quinolone Carboxylic Acids

employed for structure–activity relationship studies. No-
table amongst these are Wiener index, Terminal Wiener
Index, Zagreb index and Platt Number.

In the present investigation, relationship of Wiener
index, Terminal Wiener Index, Zagreb index and Platt
Number for anti-HIV activity of Quinolone Carboxylic
Acid has been investigated and suitable models have been
developed for prediction of anti-HIV activity.

1.1 Definition

The Wiener index [2] is a distance-based graph invari-
ant used as one of the structure descriptors for predicting
physicochemical properties of organic compounds. The
Wiener index was introduced by the chemist H. Wiener
about 60 years ago to demonstrate correlations between
physicochemical properties of organic compounds and the
topological structure of their molecular graphs. This con-
cept has been one of the most widely used descriptors in
relating a chemical compound’s property to its molecular
graph.

The Wiener index W (G) of a graph G is defined as
the sum of the half of the distances between every pair of
vertices of G.

W (G) =
1

2

n∑
i=1

n∑
j=1

d(vi, vj) (1)

Where d(vi, vj) is the number of edges in a shortest path
connecting the vertices vi, and vj . Wiener index of a com-
plete graph Kn is

W (Kn) =
n2 − n

2
(2)

and path graph Pn,

W (Pn) =
n3 − n

6
. (3)

Among all the trees on n vertices, the star K1,n−1 has
the lowest Wiener number and the path Pn has the largest
Wiener number and hence

W (K1,n−1) ≤W (T ) ≤W (Pn). (4)

1.2 Definition

The Terminal distance matrix [4] or reduced distance
matrix of trees was introduced by Gutman, B. Furtula,
and M. Petrovic. If an n-vertex graph G has k pendent
vertices (vertices of degree one), labeled v1, v2, v3, . . . , vk,
then its terminal distance matrix is the square matrix of
order k whose (i, j) – entry is d(vi, vj | G). The Termi-
nal Wiener index TW (G) of a graph G is the sum of the
distances between all pairs of pendent vertices.

TW (G) =
∑

1≤i≤j≤k

d(vi, vj | G) (5)

where d(vi, vj | G) is the distance between pair of pendent
vertices in a graph G. Consider a graph G, vertices having
degree one is called pendent vertices or terminal vertices
and vertices having more than one degree are called inte-
rior vertices.

1.3 Definition

The Zagreb group indexes of a graph G denoted by
M1(G) (first Zagreb index) [1] and M2(G) (second Zagreb
index) are defined as

M1(G) =
N∑
j=1

D2
j (6)

M2(G) =
∑
i,j

DiDj (7)

where Dj stands for the degree of a vertex j. The sum in
(6) is over all vertices of G, while the sum in (7) is over
all edges of G.

1.4 Definition

Platt was also interested in devising a scheme for pre-
dicting the physical parameters (molar refractions, mo-
lar volumes, boiling points, heats of formation, heats of
vaporization) of alkanes. He introduced an index F (G),
which is equal to the total sum of degrees of edges in a
graph. The degree of an edge e,D(e) is the number of the
adjacency edges.

F (G) =
M∑
i=1

D(ei) (8)

Figure 1: The Graph G.

F (G) = D(e1) +D(e2) +D(e3) +D(e4) +D(e5) +D(e6)

F (G) = 2 + 2 + 3 + 3 + 2 + 2

F (G) = 14 (9)

The calculation of Wiener index, Terminal Wiener In-
dex for three isomers of eight-membered molecule (hepty-
lamine) has been exemplified in Figure 2.
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Figure 2: The chemical compound heptylamine is isomorphic
to 1,4 biregular-caterpillar graph.

1.5 Chemical Distance Matrices

In the above Figure 2, the chemical compound hep-
tylamine is isomorphic to the coresponding graph 1,4
biregular-caterpillar. In the graph, total number of ver-
tices is eight and number of pendent vertices is six. We
calculate the Wiener Index and Terminal Wiener Index of
1,4 biregular graph and tabulated below.

Table 1: Calculation of Wiener Index of 1, 4 bi regular cater-
pillar graph.

1 2 3 4 5 6 7 8 W (G)

1 0 1 2 3 2 3 2 3 16
2 1 0 1 2 1 2 1 2 10
3 2 1 0 1 2 1 2 1 10
4 3 2 1 0 3 2 3 2 16
5 2 1 2 3 0 3 2 3 16
6 3 2 1 2 3 2 3 0 16
7 2 1 2 3 2 3 0 3 16
8 3 2 1 2 3 2 3 0 16

Table 2: Calculation of Wiener Index and Terminal Wiener
Index of 1,4 bi regular caterpillar graph.

1 2 3 4 5 6 TW (G)

1 0 3 2 3 2 3 13
2 3 0 3 2 3 2 13
3 2 3 0 3 2 3 13
4 3 2 3 0 3 2 13
5 2 3 2 3 0 3 13
6 3 2 3 2 3 0 13

Using the Table 1, The Wiener Index for 1,4 bi regular-
caterpillar graph is

W (G) =
16 + 10 + 10 + 16 + 16 + 16 + 16 + 16

2
=

=
116

2
= 58. (10)

Using the Table 2, The Terminal Wiener Index for 1,4
bi regular-caterpillar graph is

TW (G) =
13 + 13 + 13 + 13 + 13 + 13

2
=

=
78

2
= 39. (11)

2 Results

In this paper we analyse Wiener index, Terminal
Wiener Index, Zagreb index and Platt number for anti-
HIV activity of Quinolone Carboxylic Acid [5].

We attach the functional group in the basic structures
of quinolone carboxylic acid and calculate the values of
Wiener Index, Terminal Wiener Index, Zagreb Index and
Platt Number.

3 Discussion and Conclusion

We have fixed the active and inactive range values
for the compounds as per the reference [3] where eccen-
tric conductivity topochemcal index,molecular conducti-
vity topochemical index and Balaban’s mean square dis-
tance topochemmmmical index are discussed. In our pa-
per we have anlized Wiener index W (G), Terminal wiener
index TW (G), Zagreb Index Z(G) and Platt Number
F (G). Models based on Wiener Index, above the range
2049, quinolone carboxylic acid is active. Out of 46 com-
pounds 38 compounds are inactive. But for the Terminal
Wiener Index, the value depends on the pendent vertices
hence quinolone carboxylic acid is in transitional range.
In the case of Zagreb Index, below the range of 152 the
quinolone carboxylic acid is inactive. In case of Platt
Number above the range 96 the quinolone carboxylic acid
is active.

From the Figure 4, high predictability of the models
derived from Wiener Index can provide valuable leads for
development of anti HIV agents. Moreover high discrimi-
nating amalgamated of Wiener Index with low degeneracy
of Platt Number and Zagreb Index offers a vast potential
for its use in structure-activity / property studies.
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Figure 3: Basic structures and arbitrary atom numbering scheme for the quinolone carboxylic acid.

Figure 4: Graphically significant values of W (G), TW (G), F (G) and Z(G).
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Table 3: Calculation of Wiener Index, Terminal Wiener Index, Zagreb Index and Platt Number for HIV integrase inhibitory
activity.

Compound R/R1 HIV integrase
Number (Functional W (G) TW (G) M1(G) F (G) inhibitory activity

group) W (G) M1(G) F (G)

A1 –COCOOH 1088 34 115 72 – – –
A2 –COCOOH /–CH3 1088 31 115 74 – – –
A3 –OH 1088 31 115 72 – – –
A4 –OH / –CH3 1088 31 115 72 – – –
A5 –OEt 1364 31 120 76 – – –
A6 NH2 1088 31 115 72 – – –
B1 3 –Cl 1097 70 122 72 – – –
B2 2 –Cl 1082 66 122 72 – – –
B3 1 –Cl 1067 62 122 72 – – –
B4 1 –F 1067 62 122 72 – – –
B5 1 –Me 1067 62 122 72 – – –
B6 1 –OMe 1067 62 122 72 – – –
B7 1 –CF3 1067 62 122 72 – – –
B8 1,4 –Cl2 1205 108 128 76 – – –
B9 2,4 –Cl2 1219 112 128 76 – – –
B10 1,2 –Cl2 1205 106 128 76 – – –
C1 –Me 1315 94 128 76 – – –
C2 –Et 1455 129 138 78 – – –
C3 –Pr 2129 72 156 91 – + –
C4 –Bu 1741 94 146 88 – – –
C5 CH2CO2H 1455 111 132 78 – – –
C6 CH2CH2CO2H 1630 116 136 80 – – –
C7 CH2CONH2 1455 111 132 78 – – –
C8 (CH2)2CONH2 1630 116 136 80 – – –
C9 (CH2)2NH2 1455 111 132 78 – – –
C10 (CH2)2OH 1455 111 132 78 – – –
C11 (CH2)3OH 1630 116 136 80 – – –
D1 8 –F 1759 160 142 84 – – –
D2 5 –F 1749 155 142 84 – – –
D3 9 –F 1759 160 142 84 – – –
D4 5 –OMe 1749 160 142 84 – – –
D5 5 –Cl 1749 160 142 84 – – –
D6 5 –Me 1749 160 142 84 – – –
D7 5 –CF3 1749 160 142 84 – – –
D8 5 –CN 1749 160 142 84 – – –
E1 –H 1794 156 142 86 – – –
E2 –Me 1794 156 142 86 – – –
E3 –Et 1794 156 142 86 – – –
E4 –Pr 2854 115 160 86 + + –
E5 iBu 2378 259 160 96 + + +
E6 Cyclohexyl 2854 115 174 100 + + +
E7 Ph 2854 115 116 100 + – +
F1 5 –OMe 2049 211 152 90 + + –
F2 –Pr 3192 160 180 116 + + +
F3 iBu 2551 338 170 100 + + +
F4 Cyclohexyl 3162 160 180 104 + + +

+, active compound; – inactive compound
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Abstract

Background and Objectives: The development in the
technology have witnessed that there is a revival of inter-
est in drug discovery from medicinal plants for treatment
of the most destructive diseases. Our investigation cha-
racterizes the usage of digital image processing techniques
in Matlab to process and analyze the antimicrobial effects
of the selected herbal plants.
Methods: The first stage of our investigation involves the
extraction of components with methanol from the selected
three herbal plants- Solanum xanthocarpum, Solanum ni-
grum and Helianthus annuus by using soxhlet apparatus.
These plant extracts were assayed for antimicrobial activity
against 4 different bacterial and fungal species using disk
diffusion method.
Results: Notable cell growth inhibitions were observed
from the selected microbes. Solanum xanthocarpum ex-
hibits better antibacterial properties on comparison to
other two extracts.

Solanum nigrum and Helianthus annuus exhibit better an-
tifungal properties by being sensitive factor towards fungal
medium. The obtained images were processed using color
coding techniques to determine the activity of the extract
by isolating the region of inhibition area. The region of
inhibition was measured using matlab code and tabulation
was compiled to compare the manually measured distances
to the automated measurements.
Conclusions: The results provided evidence that the stud-
ied plant extracts might indeed be potential sources of nat-
ural antimicrobial agents and the introduction of an eval-
uation technique using image processing was shown to be
suitable for the purpose of accurate measurements of zone
of inhibition.
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1 Introduction

The medicinal plants are the ones whose parts like
leaves, seeds, stem, roots, fruits and foliage are used in
the preparation of varied extracts, infusions, decoctions
and powders in different compositions which are used in
the treatment of different diseases of humans, plants and
animals and they cause comparatively less side effects and
activity of the herbal extracts are considerably high. The
use of different parts of several medicinal parts to cure
specific ailments has been in vogue from ancient times [1].

Solanum xanthocarpum is a perennial, thorny, herba-
ceous weeded plant with bright green leaves and zigzag

stem, mostly found in arid region. It is commonly known
as yellow-berried night shade and also called as Kan-
dankathri in Tamil. It has been widely used in tradi-
tional medicine in India and other countries to cure liver
disorders, inflammatory conditions, dysmenorrhea, fever,
diarrhea, eye diseases, hydrophobia, chronic skin ailments
namely psoriasis and ringworm. Crude plant extract is
beneficial in bronchial asthma and non-specific cough, in-
fluenza, painful and difficult urination, bladder stones and
rheumatism [2].

Solanum nigrum commonly known as “Black night
shade” belongs to solanacae family. It is called as Man-
athakkali in Tamil. It shows medicinal properties like an-
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timicrobial, anti-oxidant, cytotoxic properties, antiulcero-
genic, and hepatoprotective activity. It is an African pe-
diatric plant utilized for several ailments that are respon-
sible for infant mortality especially feverish convulsions,
eye diseases, hydrophobia and chronic skin ailments. It is
a potential herbal alternative as anti-cancer agent [3].

Helianthus annuus is an important oilseed crop world-
wide and commonly called as sunflower. Sunflower seeds
are a good source of protein and Vitamins D, E, K, and
B. Studies have shown that seeds can prevent invasion
of cancer and many more harmful diseases. The Seeds
are used as diuretic and expectorant and also used for
cough, throat and lung infections. It is a folk remedy for
blindness, bronchitis, carbuncles, colic, diarrhea, dysen-
tery, dysuria, eyes, fever, inflammation, laryngitis, menor-
rhagia, pleuritis, rheumatism, scorpion stings, snakebite,
splenitis, urogenital ailments and wounds. The flowering
head and seeds are febrifuge, nutritive and stomachic. A
thick decoction of the roots is used as a warm wash on
rheumatic aches and pains [4].

Studies have shown that Solanum xanthocarpum,
Solanum nigrum and Helianthus annuus display anti-
microbial activity, antioxidant and anti-tumor effect re-
spectively [5, 6, 7]. This reveals pharmaceutically useful
phytochemicals enriched in these herbal plants and also
suggests that the extraction of active compounds from
those plants would be useful to destroy pathogenic mi-
croorganisms. The present study has evaluated the anti-
microbial activity of methanolic extract of Solanum xan-
thocarpum, Solanum nigrum and Helianthus annuus on
pathological strains. The digital image processing tech-
nology and Mat lab tool were used to measure the zone
of inhibition and was compared with manually measured
distances.”

Various image processing routines can be carried out
to measure the zone of inhibition and compare with ma-
nually measured distances. Digital image processing uses
computer algorithms to perform image processing on di-
gital color images. Digital image processing allows a much
wider range of algorithms to be applied to the input data
and can avoid commonly occurring problems such as the
build-up of noise and signal distortion during processing.
The output of image processing may be either an image
or a set of characteristics or parameters related to the
image, which is commonly referred to as extraction of fea-
tures. Most image-processing techniques involve treating
the image as a two-dimensional signal and applying stan-
dard signal-processing techniques to it [8].

The application of digital image processing and Mat
lab tool for the automation of inhibition zone calculation
would give accurate data in the screening of antimicrobial
property of herbal plants.

The objective of this study was to evaluate the poten-
tial of plant extracts on standard microorganism strains
and the obtained results was compared with automated
values from digital image processing technique.

2 Materials and Methods

2.1 Collection of Plants and Identification

Seeds of Solanum xanthocarpum, Solanum nigrum and
Helianthus annuus were collected from Anna medicinal
farm, Chennai. The plants were identified and authenti-
cated by Lifeteck Research Centre, Chennai. The seeds
were sorted, cleaned and air dried at room temperature
for two weeks and powdered.

2.2 Preparation of plant extracts

2.2.1 Soxhlet Extraction

Solid material containing 50g of the finely powdered
plant parts- air dried seeds in the case of Helianthus an-
nuus and dried fruits in case of Solanum xanthocarpum
and Solanum nigrum was placed in thick filter paper in
thimble. The Soxhlet extractor was placed over a flask
containing the extraction solvent. The solvent used in
this process was methanol. It is then equipped with a
condenser. The solvent was heated to reflux. The sol-
vent vapor travels up a distillation armand floods into
the thimble which contains the powdered seeds. The con-
denser, which occupies the top portion of the setup, en-
sures that solvent vapor cools, and drips back down into
the chamber housing the solid material. The thimble con-
taining the solid material slowly fills with warm solvent.
Some of the desired compound will then dissolve in the
warm methanol [10]. When the Soxhlet chamber was al-
most full, the chamber was automatically emptied by a
siphon side arm, with the methanol running back down to
the distillation flask below. This cycle was repeated for
3 times to get the purified extract. The purified extract
was air dried and then weighed to measure the amount of
extract obtained from the soxhlet apparatus. The dried
extract is then mixed with DMSO, a universal solvent.
The quantity of DMSO is approximately equal to one half
the total quantity of the extract. This mixture is stored
in a air tight storage container and then used for further
procedures.

2.3 Antimicrobial Studies

2.3.1 Assay of Antibacterial Activity

The bacterial clinical isolates (Bacillus subtilis,
Staphylococcus aureus, Salmonella typhi and Vibrio
cholera) were obtained from Lifeteck Research Centre,
Chennai.

2.3.2 Preparation of Active Bacterial Suspension

Nutrient broth was made up to 100ml (1.95g in 100ml
of distilled water) and was transferred to four different
boiling tubes and they were kept for sterilization for
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30 minutes in autoclave. This broth was cooled. Active
cultures for experiments were prepared by transferring a
loopful of stock culture to 25ml of nutrient broth and in-
cubating aerobically at 37◦C for 24 hours for bacterial
proliferation [11].

2.3.3 Determination of Antibacterial Activity of
Herbal Plant Extracts

Muller Hinton agar solid media was used for cultur-
ing of bacteria. Agar diffusion assay was carried out to
check the antibacterial activity. Muller Hinton agar (6g)
was mixed with 300 ml of distilled water along with Agar
Agar type1 (3.75g). The medium was sterilized in auto-
clave at 121◦C for 30 minutes and then allowed to cool
but not solidify. They were transferred to twelve different
sterile petri dishes and the medium was left in the la-
minar air flow chamber for 30-60 min. After solidification
20µl of the fungal cultures were inoculated to the Petri
plates and incubated at 30◦C. Freshly prepared sterilized
cotton was used to swab the developed bacterial culture
onto the solidified medium. Whatman No 3 filter paper
discs were impregnated with 20 µl of different concentra-
tion of plant extract, kept onto the petri plate and incu-
bated at 37◦C for 24 hours. The antifungal activity was
assayed by measuring the zone of inhibition for the re-
spective plant extract and it was compared with standard
antibiotic. Muller Hinton agar plates without adding cul-
tures were used as control [12].

2.3.4 Assay of Antifungal Activity

The fungal clinical isolates (Rhizopus species, As-
pergillus fumigatus, Fusarium and Candida albicans) were
obtained from Lifeteck Research Centre, Chennai.

2.3.5 Preparation of Working Fungal Cultures

Potato dextrose broth was prepared by dissolving
Potato dextrose agar (3.9g) in 300ml of distilled water
and was filtered and the filtrate was transferred to four
different boiling tubes and they were sterilized in auto-
clave at 121◦C for 30 minutes. This broth was cooled.
Loop full of fungal culture was transferred to the broth
and incubating aerobically at 37◦C for 24 hours for fungal
proliferation [13].

2.3.6 Preparation of Medium

Potato dextrose agar (3.9g) was mixed with 300 ml
of distilled water along with Agar Agar type1 (3.75g). It
was then sterilized in autoclave for 30 minutes and then al-
lowed to cool but not solidify. Then they were transferred
to twelve different sterile petri dishes and the medium was
left in the laminar air flow chamber for 30-60 min. After
solidification 20 µl of the fungal cultures were inoculated
to the Petri plates and incubated at 30◦C. Freshly pre-
pared sterilized cotton swabs were used to swab the de-

veloped fungal culture onto the solidified medium. Then
the filter paper disks immersed in the extract which was
serial diluted (sample 1g/100ml of solvent was prepared
[10].

Five test tubes with 0.5ml of methanol were taken.
0.5ml of the prepared extract was dissolved in the test
tube numbered one and 0.5ml of extract was taken and
dissolved in test tube numbered two and the process con-
tinues till the test tube numbered five). Hence five differ-
ent serial dilutions were used. Then they were kept onto
the petriplate and observed zone of inhibition for 24-48
hours. The antifungal activity was assayed by measuring
the zone of inhibition for the respective plant extract [14].
Potato dextrose agar plates without adding cultures were
used as control.

2.4 Digital Image Processing

The images obtained after the antimicrobial effects
were processed in Mat lab using digital image processing
techniques to differentiate the region of inhibition from the
surrounding areas which were prone to bacterial growth.
The region of inhibition was around the disc of filter paper
immersed in varying concentrations of extracts. This re-
gion is represented with dark blue color and the remaining
areas with shades of orange and yellow. To measure the
region of inhibition from the zoomed picture and to com-
pare the obtained automated values to that of the values
that were measured manually.

2.5 Comparative Evaluation of
Antimicrobial Images Using Digital
Image Processing

In a bitmap, colors were coded on three bytes repre-
senting their decomposition on the three primary colors.
Colors were interpreted as vectors in a three dimension
space where each axis stands for one of the primary co-
lors. The difference between two colors could be quantified
by computing the geometric distance between the vectors
representing those two colors.

However if there is a very blurry source it should be
passed through a sharpness filter first. Each pixel could be
compared with its second or third nearest neighbors on the
right and on the bottom instead of the nearest neighbors.
The edges will be thicker but also more exact depending
on the source image’s sharpness. There was another way
to make edge detection with matrix convolution.

The quality of the results depends on the sharpness
of the source image. If the source image was very sharp
edged, the result will reach perfection. The other immedi-
ate application of pixel comparison was color extraction.
Instead of comparing each pixel with its neighbors, we
were going to compare it with a given color C1. This al-
gorithm will try to detect all the objects in the image that
were colored with C1.
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Table 1: Antibacterial activity of Solanum xanthocarpum, Solanum nigrum and Helianthus annuus.

Bacterial species Zone of Inhibition (cm)
Solanum xanthocarpum Solanum nigrum Helianthus annuus

Salmonella typhi 0.11 0.6 1
Bacillus subtilis 0.4 0.5 0.5
Staphylococcus aureus 0.5 0.8 0.7
Vibrio cholera 0.9 0.7 0.6

Table 2: Antifungal activity of Solanum xanthocarpum.

Fungal species Zone of Inhibition (cm)
0.5 ml 0.25 ml 0.125 ml 0.0625 ml 0.3125 ml

Fusarium 0.8 0.6 0.5 0.3 0.3
Rhizopus species 0.7 0.6 0.4 0.3 0.3
Candida albicans 0.7 0.5 0.5 0.4 0.3
Aspergillus fumigatus 0.5 0.4 0.4 0.3 0.3

Table 3: Antifungal activity of Solanum nigrum.

Fungal species Zone of Inhibition (cm)
0.5 ml 0.25 ml 0.125 ml 0.0625 ml 0.3125 ml

Fusarium 0.4 0.4 0.3 0.3 0.3
Rhizopus species 0.8 0.7 0.6 0.5 0.3
Candida albicans 0.7 0.5 0.4 0.3 0.3
Aspergillus fumigatus 0.8 0.5 0.5 0.4 0.3

Table 4: Antifungal activity of Helianthus annuus.

Fungal species Zone of Inhibition (cm)
0.5 ml 0.25 ml 0.125 ml 0.0625 ml 0.3125 ml

Fusarium 0.5 0.4 0.4 0.3 0.3
Rhizopus species 0.5 0.4 0.4 0.4 0.3
Candida albicans 0.6 0.5 0.4 0.3 0.3
Aspergillus fumigatus 1.0 0.9 0.7 0.5 0.4

The Distance calculated using MATLAB displays the
Euclidean distance between the two endpoints of the line
in a label superimposed over the line and specifies the
distance in data units determined by the X Data and Y
Data properties, which is pixels. This is used as input for
calculating the automated distance which measures the
zoomed distance and original distance.

3 Results

Antibacterial and antifungal activity was performed
and obtained images were represented in Figure 1, 2, 3, 4,
5, 6. Table 1 represents antibacterial activity of extracts of
Solanum xanthocarpum, Solanum nigrum and Helianthus
annuus. Zone of inhibition were measured for antibacte-
rial activity. Solanum xanthocarpum showed better acti-
vity when compared to Solanum nigrum and Helianthus

annuus. Table 2, 3, 4 represents antifungal activity of the
extracts. Solanum nigrum and Helianthus annuus exhibit
better antifungal activity (the region of inhibition mea-
sures a maximum value of 0.5cm in a low concentration
of 0.0625ml) when compared to Solanum xanthocarpum.
Comparative analysis of manual and automated measure-
ments of region of inhibition was represented in Table 5,
6.

4 Discussion

Solanum xanthocarpum is non-toxic and safe for hu-
man use and is regarded as a valuable plant in both
Ayurveda and modern drug development areas for its ver-
satile medicinal uses. Solanum nigrum inhibits the growth
of several carcinomas. Further studies of other phytoac-
tive compounds will possibly lead to exploration of new
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Table 5: Antibacterial assay and Comparative analysis of manual and automated measurements of region of inhibition.

Extract Name of
Species

Zoomed
inner
diameter
(mm)

Zoomed
inner
radius
(mm)

Zoomed
outer
diameter
(mm)

Zoomed
outer
radius
(mm)

Zoom ra-
tio

Obtained
distance
(manual
cm)

Measured
Distance
(cm)

Solanum
nigrum

Salmonella ty-
phi

199.13 99.565 1624.94 812.47 180.548 0.5515 0.6

Bacillus sub-
tilis

172.0500 86.0250 1588 794 172.050 0.4875 0.5

Staphyllococcus
aurus

288.71 144.355 1600 800 177.778 0.8120 0.8

Vibrio
Cholera

204.500 102.250 1605.20 802.600 178.355 0.5733 0.65

Solanum
xantho-
carpum

Salmonella ty-
phi

329.83 164.915 1615.32 807.66 179.48 0.9188 1.05

Bacillus sub-
tilis

186 93 1830.74 915.37 203.415 0.4572 0.45

Staphyllococcus
aureus

192 96 1614 807 179.33 0.5353 0.5

Vibrio cholera 236.96 118.48 1670 835 185.556 0.6385 0.7

Helianthus
annuus

Salmonella ty-
phi

330 165 1702 851 189.111 0.8725 0.95

Bacillus sub-
tilis

174.050 87.0250 1584 792 176 0.4944 0.5

Staphyllococcus
aureus

270 135 1710 855 190 0.7105 0.7

Vibrio
cholerae

235.42 117.710 1768 884 196.44 0.5994 0.6

methods for therapeutic applications. Helianthus annuus
possesses various pharmacological activities. However, it
is imperative that more clinical and pharmacological stud-
ies should be conducted to investigate the unexploited po-
tential of this plant

The results of the present study showed Solanum xan-
thocarpum exhibits better antibacterial activity by being
sensitive factor towards bacterial medium. The present
study reveals that active principles present in plant ex-
tracts are active against all the tested bacterial strains.
Based on earlier reports, phytochemical compounds found
in plants like terpenoids, alkaloids, flavanoids represent
the main antibacterial agents [2]. So the antibacterial acti-
vity shown by methanolic extracts might be due to some
antimicrobial substances present in them [15]. Solanum
nigrum and Helianthus annuus exhibit better antifungal
activity by being sensitive factor towards fungal medium
and the region of inhibition measures a maximum value
of 0.5cm in a low concentration of 0.0625ml of both the
extracts. They possess better minimum inhibitory con-
centration values. Antimicrobial properties of extracts
against tested microbial strains suggest that the respec-
tive crude extracts can be effectively used for common
infectious diseases.

Digital image processing techniques were employed
and better results were obtained. The color filling tech-

nique following the color coding yields a better image
which can be distinguished by its individual color for dif-
ferent regions. It makes the region of inhibition more
prominent by its individual color from the surrounding
microbe prone area and helps in accurate measurement.

5 Conclusion

In conclusion methanol extracts of dried fruits of
Solanum xanthocarpum, Solanum nigrum and dried seeds
of Helianthus annuus posses a broad spectrum of acti-
vity against a panel of bacterial and fungal strains re-
sponsible for common infections. Digital image processing
techniques were applied on antimicrobial images and va-
rious features extracted were analyzed and studied. The
comparative analysis measurements of region of inhibition
shows that the automated results were nearly equal to the
manual counted ones. These promissory extracts open the
possibility of finding new clinically effective antimicrobial
compounds.
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Table 6: Antifungal assay and Comparative analysis of manual and automated measurements of region of inhibition.

Extract Name of
Species

Zoomed in-
ner diame-
ter (mm)

Zoomed in-
ner radius
(mm)

Zoomed
outer di-
ameter
(mm)

Zoomed
outer ra-
dius (mm)

Zoom ratio Obtained
distance
(manual
cm)

Measured
Distance
(cm)

Solanum
nigrum Fusarium

140.04 70.02 1670.20 835.10 185.55 0.3772 0.4
136 68 1674 837 186 0.3656 0.4
123 61.50 1660 830 184.44 0.334 0.3
126 63 1666 833 185.11 0.340 0.3
126 63 1666 833 185.11 0.340 0.3

Rhizopus
species

288.71 144.3550 1600 800 177.77 0.8120 0.8
270 135 1710 855 190 0.7005 0.7
199.13 99.565 1624.94 812.47 180.54 0.5515 0.6
172.07 86.03 1586 793 172.03 0.4885 0.5
123 61.50 1666 833 184.44 0.333 0.3

Candida
albicans

236.96 118.48 1670 835 185.55 0.6585 0.7
186 93 1830.74 915.37 203.42 0.4672 0.5
138 69 1672.20 836.10 186.02 0.3782 0.4
126 63 1668 834 185.16 0.330 0.3
124 62 1662 831 184.44 0.334 0.3

Aspergillus
fumigatus

270 135 1710 855 190 0.7105 0.7
172.05 86.02 1588 794 173.05 0.4775 0.5
186 93 1830.74 915.370 203.42 0.458 0.5
123 61.50 1668 834 184.48 0.323 0.3
124 62 1664 832 184.45 0.334 0.3

Solanum
xantho-
carpum

Fusarium

288.71 144.355 1600 800 177.78 0.8120 0.8
199.13 99.565 1624.94 812.47 180.54 0.5616 0.6
172.05 86.025 1588 794 172.05 0.4875 0.5
123 61.50 1660 830 184.44 0.334 0.3
130 65 1674 837 187.23 0.322 0.3

Rhizopus
species

270 135 1710 855 190 0.7105 0.7
204.500 102.250 1605.20 802.600 178.36 0.5733 0.6
144 72 1670 835 186.55 0.387 0.4
126 63 1666 833 185.11 0.330 0.3
124 62 1674 837 187.23 0.332 0.3

Candida
albicans

236.96 118.48 1670 835 185.56 0.638 0.7
174.050 87.0250 1584 792 176 0.4944 0.5
186 93 1830.74 915.37 203.42 0.477 0.5
136 68 1674 837 186 0.376 0.4
123 61.50 1660 830 184.44 0.334 0.3

Aspergillus
fumigatus

172.050 86.0250 1588 794 172.05 0.4875 0.5
140 70 1670 835 185.55 0.3772 0.4
136 68 1674 837 186 0.3666 0.4
130 65 1674 837 187.23 0.323 0.3
126 63 1666 833 185.11 0.330 0.3

Helianthus
annuus Fusarium

140 70 1670 835 185.55 0.3777 0.4
144 72 1670 835 186.55 0.387 0.4
126 63 1666 833 185.11 0.330 0.3
123 61.50 1666 833 184.42 0.324 0.3
124 62 1674 837 187.23 0.332 0.3

Rhizopus
species

288.71 144.3550 1600 800 177.78 0.8120 0.8
270 135 1710 855 190 0.7105 0.7
199.13 99.565 1624.94 812.467 180.55 0.5715 0.6
172.05 86.025 1588 794 172.05 0.4875 0.5
130 65 1674 837 187.23 0.323 0.3

Candida
albicans

236.96 118.48 1670 835 185.56 0.6385 0.7
192 96 1614 807 179.33 0.5153 0.5
140 70 1670 835 185.55 0.3872 0.4
126 63 1666 833 185.11 0.330 0.3
124 62 1674 837 187.23 0.331 0.3

Aspergillus
fumigatus

288.71 144.3550 1600 800 177.78 0.8120 0.8
0.4875 172.050 86.025 1588 794 0.4876 0.5
186 93 1830.74 915.37 203.42 0.4572 0.5
123 61.50 1666 833 184.44 0.324 0.3
130 65 1674 837 187.23 0.323 0.3
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Figure 1: Antibacterial Images of Solanum xanthocarpum.
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Figure 2: Antibacterial Images of Solanum nigrum.
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Figure 3: Antibacterial Images of Helianthus annuus.
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Figure 4: Antifungal Images of Solanum xanthocarpum.
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Figure 5: Antifungal Images of Solanum nigurm.
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Figure 6: Antifungal Images of Helianthus annuus.
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Abstract

Background: Hip fractures are a major cause for disabi-
lity in patients. They require immediate attention as they
could otherwise cause death. Hip fractures are almost al-
ways treated with surgery by implantation. Implants are
of various types accounting for the many variations in hip
fractures.
Objectives: This paper presents the design and analysis
of a hip implant using Finite element analysis. Fracture
conditions are determined and the optimal design of the
implant is obtained for improving healthcare and patient
safety.
Methods: Anthropometric parameters of the human fe-
mur bone are collected from a particular age group. These
are then used to obtain a CAD model of the bone using
CATIA. The standard Charnley hip implant, used in total
hip replacement surgery is also modeled. The proposed
models are analyzed using ANSYS software by assigning
appropriate material properties to the bone and implant.
The stress distribution is observed when loads correspond-
ing to normal gait conditions are applied. The load at
which fracture occurs is then determined experimentally.

Results: Based on the analysis results of the modeled
bone, the implant is optimized by varying the base cross
section, the bio-materials used, and the design parameters
so that, its stress response mimics that of the actual bone.
It is found that the model no 2 as in Table 6 with head
diameter 28mm, neck diameter 10mm, neck angle 128 de-
grees has minimum strain at the neck region with a value
of 0.65 and is found to be suitable for implant design. Re-
sults show that initiation of fracture in the implant occurs
at 2000N and complete fracture occurs at 2400N.
Conclusions: The 3D models are very useful in simulation
of bone fractures and internal fixations with implants. In
this work, the hip joint and implant model, developed in
CATIA software, help to understand how these structures
adapt to external forces disturbances [15]. This will help
the doctors to chose the optimal implant for a particular
patient. This leads to greater accuracy and patient speci-
ficity.
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1 Introduction

The hip joint serves a very important biomechanical
function. While supporting the majority of the human
body (∼ 2/3 of total bodyweight) the joint must simulta-
neously facilitate smooth articulation of the lower limbs
to enable bi-pedal gait. During routine daily activities,
forces on the order of 5.5 times bodyweight are trans-
ferred between the femur and pelvis [11]. Fracture is the
most important aspect of joints. Factors such as abnormal
joint geometry, body weight, and prior injury are stated
as major cause for hip fracture. Heavy loads on joint
are implicated as the significant cause for the hip frac-
ture. In recent years the number of hip fractures con-
tinues to increase in elderly population. Worldwide, the
total number of hip fractures is expected to overstep 6 mil-

lion by the year 2050 [1]. Approximately one-third of
fracture patients went on to receive a hip replacement
[2, 3, 4, 5]. There are four different types of fracture
patterns (i) Femoral head fracture, involving the femoral
head. (ii) Femoral neck fracture (iii) Subtrochanteric frac-
ture involving the shaft of the femur immediately below
the lesser trochanter (iv) due to diseases such as Osteo-
porosis. All of these fractures are treated by strenuous
surgical procedures that involve implantation. But total
hip replacement surgery is done predominantly in older
patients with femoral neck fracture as they would be un-
able to withstand plates or nails.

The design of the hip prosthesis has been modified con-
tinuously to grapple with the advanced technology and
patients postulates. Many new approaches have been
evidenced in hip joint analysis with better material design
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Figure 1: Flowchart for the approach.

and computer technology. Existing implants are not cus-
tom made for Indian anatomical specifications and hence
cause problems in surgery. Also, choice of implant is a
subject of debate. This proves the need for implant opti-
mization.

In this study, three design parameters are chosen to
investigate what further modifications can be made in the
current implant design, that will increase its efficiency.
This is done by observing the stress response of the im-
plant using FEA. By analyzing through the computa-
tional protocol, distribution of stress can be depicted and
the error and uncertainty for particular body gesture can
be assessed [14]. In this work, it is proposed to model
the acetabular-femur joint. In the development of mo-
dern computational techniques, attention of researchers
has now turned toward using combined 3D reconstruc-
tion and virtual environment technologies to train clini-
cians and to help surgeons plan patient-specific, complex
procedures like plastic surgery, surgery for trauma from
accidents and reconstruction surgery. The 3D models are
very useful in simulation of bone fractures and internal fix-
ations with implants. These models are also important to
understand how human musculoskeletal structures adapt
to external forces disturbances [15, 16, 17].

Due to the usage of software the surgical procedures
are avoided and it also helps to design a better implant.
The subject-specific models are generated by using biome-
chanical modeling and analysis of a joint. In the recent
scenario successful hip replacement surgery is done with
the Charnley model implant in most of the cases.

2 Methods

Owing to the complexity of the work, it was divided
into several phases as shown in Fig 1. The process can
be broadly classified into Modelling and analysis. The
implant and bone model are dealt with separately. The
process is as explained below.

For the design of human hip joint three significant
anthropometric parameters that vary with age, height,
weight of a person are considered [16] and the biomaterial
characteristics of the hip joint are also added to improve
the accuracy of the study. For the load acting on the joint,
theoretical calculation of joint reaction force is done with
respect to the gravitational force acting on the hip joint
and body weight, for a complete gait cycle. For deter-
mining the fracture condition the FEA method is used.
The material characteristics of the bone and implant is
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summed up during FEA analysis. In the final phase FEA
is accomplished and stress and strain distributions were
obtained. Accuracy is assessed by comparison of theore-
tical value with that of experimental results.

Table 1: Measured anthropometric parameters.

Parameters Obtained
values

Mean Standard
deviation

Horizontal
offset (in cm)

4.2 3.88 ±0.03
3.5
4.1
3.7
3.9

Femoral head
diameter (in
cm)

4.7 4.24 ±0.552
3.9
4.5
3.8
4.3

Neck shaft
angle (in
degrees)

133 131 ±0.43
129
130
128
131

2.1 Modeling

Modeling involves using a set of measured anthropo-
metric parameters to construct a CAD (Computer Aided
Design) model of the femur bone. This will be a 3 di-
mensional computerized model of the actual bone and will
serve as an input to the next stage i.e finite element analy-
sis. The implant model can be constructed from standard
dimensions.

There are many softwares that can be used for mo-
deling a human joint like CAD, PRO-E, ABACUS, AU-
TOCAD, SOLIDWORKS etc.[7]. These softwares are pro-
grammed for designing perfect machinery and aerospace
parts. CATIA provides a unique set of tools that pro-
vide benefits like faster design, reduced lead times, qua-
lity of surfaces, associative drawings and innovative so-
lutions. Moreover, CATIA has been widely used for mo-
deling biomechanical joints [12]. Thus, it has been chosen.

Selection of Anthropometric Parameters

Modeling the femur bone in CATIA requires that,
some parameters that define the basic geometry of the
bone be given as input. It has been proven in earlier pub-
lications that the following three parameters measured,
will prove to be adequate in representing the bone’s ge-
ometry. The parameters are femoral head diameter, neck
shaft angle and horizontal offset. These parameters de-
pend upon demography. Radiographic images (N=5) of
the hip joint belonging to five male patients of age rang-
ing from 45 to 55 are obtained from a hospital. The para-
meters are measured using digital caliper and micrometer.
The values are tabulated and mean values are calculated

and used for modeling. Patient demographics are as in-
dicated in Table 1 and the measured parameters are as
given in Table 2.

Table 2: Measured Demographic Parameters.

S. No Age Height
(cm)

Weight
(Kg)

1 55 151.25 58
2 43 150.5 55
3 49 156 60
4 45 153 56
5 47 154.5 59

Modeling in CATIA-V5

In CATIA V 5.0 2-D working plane is selected for ini-
tial modeling of hip joint. The measured anthropometric
parameters are used as input various tools from Sketcher
Work Bench, the sketch can be designed. The mean values
used are as in Table 3. Various taskbars and menus help to
draw a needed shape and dimension. Measured anthropo-
metric parameters are given as input while designing the
hip joint in the sketcher toolbox. The final 2-D design
is converted into 3-D model by applying constraints to
the sketch and creating a pad on exiting the workbench.
The constraints mentioned here refer to the geometrical
measurements such as length, breadth and angles. These
values are implemented using the measured parameters.
The hip joint model is as shown in Fig 2.

Table 3: Anthropometric parameters (average) used for mo-
deling the hip joint.

Horizontal off-
set (in cm)

Femoral head
diameter (in cm)

Neck shaft angle
(in degrees)

3.88 4.3 131

Figure 2: The designed hip joint model.

Charnley Hip Implant

The Charnley implant has 4 major parts- the aceta-
bular cup made up of stainless steel 316L, the acetabular
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liner made up of Ultra High Molecular Weight Polyethy-
lene (UHMWPE) that lubricates the joint and the femoral
part with head, neck and tail portions which is also made
up of stainless steel 316L. The liner fits inside the cup for
replacing the function of cartilage in order to enable easy
movement of the hip joint [18].

The standard dimensions of the implant are obtained
from manufacturers, using which the implant is modeled
in CATIA. The implant dimensions used have been ta-
bulated in Table 4. The modeled implant is as shown in
Fig 3.

Table 4: Standard Dimensions Of The Implant.

Parameters Values
Neck shaft angle 128 degrees
Femoral length 162 mm
Head diameter 28 mm
Liner diameter 32 mm
Cup diameter 44 mm
Neck diameter 14 mm

This standard implant is further used for analysis and
optimization. Optimization is done by varying the para-
meters like base cross-section, biomaterials and geometri-
cal dimensions. These design parameters are varied and
different models are done in CATIA and analyzed to ob-
tain the most optimal values.

Figure 3: The designed implant model.

2.2 Finite Element Analysis (FEA)

FEA is a computational technique that is used to solve
real world problems. Using FEA, it is possible to ana-
lyze and assess certain physical properties of objects. For
example, FEA computes the strain developed in an object
when subjected to a force or stress. The distribution of
stress can also be viewed. Such computations are carried
out based on the material properties of the specified ob-
ject. Hence Finite Element Analysis will be of great use
in observing the stress response of the hip joint.

ANSYS software is used to perform analysis. It is fle-
xible, innovative, reliable, user friendly and compatible on
complex structures like human bone joints.

Table 5: Phases of gait and load response on hip joint (BW =
body weight) (1kg = 9.814 N).

Phases of gait Planes of
motion

Degrees
of motion

Load ap-
plied (in
BW)

Heel strike (ini-
tial contact)

Flexion 30 0.5BW

Single legged
stance condition

Flexion 5 2.7BW

(loading re-
sponse)

Abduction 4

Terminal stance Extension 10 2.5BW
Swing phase
(initial swing)

Flexion 20 1BW

Mid swing Flexion 30 1BW
Terminal swing Flexion 30 1BW

Assigning Material Properties

The bone is a composite material made up trabecular
and cortical bone. These types not only differ in their
structures but also in mechanical properties. The hard
outer layer of bones is composed of compact bone tissue,
so-called due to its minimal gaps and spaces. Its porosity
is 5–30% in an adult skeleton. Compact bone may also be
referred to as dense bone. Filling the interior of the bone
is the trabecular bone tissue (an open cell porous network
also called cancellous or spongy bone),which is composed
of a network of rod- and plate-like elements that make the
overall organ lighter and allow room for blood vessels and
marrow. Trabecular bone accounts for the remaining 20%
of total bone mass but has nearly ten times the surface
area of compact bone [8]. Consideration of this differ-
ence during analysis yields better results. However this
has not been considered in this work. The primary tissue
of bone is made up of osseous tissue, is a relatively hard
and lightweight composite material, formed mostly of cal-
cium phosphate also called as calcium hydroxyl apatite
which gives strength and rigidity to the bone. It has rela-
tively high compressive strength, of about 170 MPa(1800
kgf/cm2) [6] but poor tensile strength of 104–121 MPa [7]
and very low shear stress strength (51.6 MPa), meaning
it resists pushing forces well, but not pulling or torsional
forces. For the surface of the bone with cortical structure,
the appropriate properties are added and also for the re-
gion with trabecular bone together with the properties of
calcium content [7, 8].

In the case of implants, four types of bio-materials
are taken into consideration, depending upon their role as
hip implants, such as Stainless steel 316L and UHMWPE,
Tantalum, Ni-Ti alloy and Co-Cr alloy. The Metal alloys
form the femoral stems, as they provide strength and en-
durance that allow the replacements, due to their solidity
and resistance to wear and tear. Ceramic surfaces also
provide a framework for Osseo integration. Polymers like
ultra-high molecular weight polyethylene. The characte-
ristic feature of the polymer is their elasticity and firmness

EJBI – Volume 9 (2013), Issue 2 c©2013 EuroMISE s.r.o.



Ganapathi et al. – Musculoskeletal Modeling of Hip Joint and Fracture Analysis for Surgical Planning Using FEA en31

Figure 4: Free body diagram of hip joint during single legged stance condition.

Figure 5: Graph A shows the joint motion force of the hip joint calculated using the free body diagram where BW is body
weight and graph B showing the tilt of the joint ( in degrees) during gait cycle 1. Heel strike, 2. Single Stance, 3. Terminal
stance, 4. Swing phase, 5. Mid swing, 6. Terminal swing.

that offers frictionless joint mobility to hip replacement
implants. Tantalum has a special feature and they are
shape memory alloys [9]. A distinctive feature common to
all these biomaterials is that all are biocompatible, that
is they do not cause any inflammatory response and they
seem to be natural [7, 8, 9, 10].

Loading Conditions

With every move our body makes, there is an internal
force associated. This force is exerted on our limbs and
thus cause movement. Hence, the bones in our body are
naturally capable of bearing and reacting to these loads.

It is possible to calculate these loads from free body dia-
grams that depict gait cycles.

Gait cycle is defined as the Series of rhythmical, alter-
nating movements of the trunk and the limbs which results
in the forward progression of the center of gravity. Gait
cycle has two alternating phases 1) stance phase (60%) 2)
swing phase (40%).

Stance phase of the gait begins with the initial heel
contact and ends with toe-off. The tasks performed are -
weight acceptance (i) initial contact (ii) loading response,
- single limb support (i) mid stance (ii) terminal stance
and (iii) pre-swing. Swing phase encompasses the entire
time the foot is in the air for limb advancement. The task
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performed is – limb advancement (i) initial swing (ii) mid
swing and (iii) terminal swing.

Figure 6: Mesh model of the hip joint.

Using the free body diagram technique as shown in
Figure 4 and equilibrium equations, the maximum joint
reaction force for each phases of the gait cycle is calcu-
lated [15]. The calculated joint motion force of the hip
during each gait is shown in Figure 5.

The joint reaction force (J) is defined as the force ge-
nerated within a joint in response to forces acting on the
joint. It is due to the multiple muscles crossing the joint.
A is the combined abductor muscle force and W is the
body weight. From the free body diagram, the equilib-
rium equations for single legged stance phase are

A = 2W (1)
Ax = A. sin 30 = 0.5A = W (2)
Ay = A. cos 30 = 0.8A = 1.7W (3)
J = Ax+Ay = 2.75W (4)

The values obtained are as shown in Table 5. Figure 5
(A) shows the plot of the calculated joint motion force
for each phase of a gait cycle and Figure 5 (B) shows the
degree of tilt for each phase of a gait cycle.

2.3 Numerical Analysis

In order to perform FEA, the model needs to be di-
vided into small regions. This process is known as Mesh-
ing and will help the computer to solve the problem effi-
ciently. The element used to build the mesh is a tetrahe-
dron and two or more elements are connected by nodes.

Figure 7: The designed implant model.

Table 6: Variation of design parameters of the implant.

Model no Head
diameter
(mm)

Neck dia-
meter
(mm)

Neck an-
gle (in
degrees)

1 24 10 128
2 28 10 128
3 32 10 128
4 24 14 131
5 28 14 131
6 32 14 131
7 24 18 135
8 28 18 135
9 32 18 135

Various types of meshing modes are available in the
software. 20 node 95 mode meshing is used for meshing
the implant and free mesh h type mode is used for the
modeled hip joint. Material properties are either selected
manually or automatically from the ANSYS MATLIB file.
The calculated loading conditions for each gait cycle are
applied at the center of the femur head and the distribu-
tion of stress is observed. As a reaction to stress, strain is
invoked. The software solves and determines these strain
values invoked at the neck region of the hip joint. The
meshed models of the hip joint and the implant are as
shown in fig 6 and 7 respectively.

The results are obtained in the form of colour charts
and animations. The red colour indicates maximum value
of any particular result. Figure 8 shows the analysis of the
femur bone during various phases of a gait cycle. It can be
seen that the maximum stress is being held at the femoral
head and is not being distributed to the shaft. The load
is subsequently increased until the point of fracture. The
point of fracture is considered to be the load at which the
stress begins to penetrate down the length of the bone.
This can be observed in Figure 8 (f).
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Figure 8: Hip joint analysis during (a). Two legged stance (b). Heel strike (c). Single legged stance (d). Terminal stance (e).
Swing phase (f). Load of fracture.

Figure 9: Graph depicting applied load versus reaction strain on hip joint for various gait phases 1. Two legged stance, 2.
Terminal stance, 3. Heel strike, 4. Single legged stance, 5. Swing phase, 6. Initiation of fracture, 7. Load of fracture.

Different implant models are analyzed to identify the
most optimal design. The first parameter considered, is
the base cross section. Hexagon, pentagon, octal, and
spherical surfaces are modeled to determine which cross
section has a high load bearing capacity i.e. high Ulti-
mate yield strength. Ultimate yield strength is defined as
the maximum stress that a material can withstand while
being stretched or pulled [13].

The second parameter considered is the bio-material
used. Stainless steel 316L and UHMWPE, Ni-Ti alloy,
Co-Cr alloy and Tantalum alloy are the chosen materials.

They are analyzed based on the parameter Modulus of
Rigidity, which measures the stiffness of the material. It
helps to determine how the material deforms elastically
and withstands heavy loads. Higher the modulus of rigid-
ity better the implant suitable for implant [13].

The third parameter considered is the geometrical di-
ametrical dimension. Head diameter, neck diameter and
neck angle of the implant model are varied and the stress
distribution is observed. The various dimensions consid-
ered have been tabulated in Table 6.
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Figure 10: Graph depicting (a) the Ultimate Yield Strength for various base cross section (b) The Modulus Of Rigidity for
various bio-materials.

3 Results

The model hip joint designed in CATIA proves to be
a good representation of the femur geometry but it is not
enough for further analysis. A more accurate method of
modeling would be to reconstruct the femur bone from
Computed Tomography scan data. The stress response
can then be observed by actually inserting the implant
into the bone as done during surgery.

According to analysis results shown in Figure 9, it is
found that the initiation of fracture occurs at a load of
1600N and complete fracture occurs at 1600N and com-
plete fracture occurs at 2000N. All other values are nor-
mal.

By analyzing the implants with above mentioned cross
sections, it is found that hexagonal base cross section has
better load bearing capacity with high Ultimate Yield
Strength according to Figure 10(a). It has also been found

that stainless steel together with UHMWPE has the high-
est modulus of rigidity according to Figure 10(b).

Since it is known to be bio compatible, it is considered
to be optimal.

While analysing the models with variant dimensions,
it is found that the model no 2 as in Table 6 with head
diameter 28mm, neck diameter 10mm, neck angle 128 de-
grees has minimum strain at the neck region with a value
of 0.65 and found to be suitable for implant design.

The final optimized implant model that implements
the above mentioned results is shown in Figure 13.

Analysis is performed on the optimized implant for the
same gait phases to comparatively analyze it’s strength
with that of the femur. The results of this are shown in
Figure 11.

From Figure 12, it is found that initiation of fracture in
the implant occurs at 2000N and complete fracture occurs
at 2400N.
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Figure 11: Depicts implant analysis for gait cycle phases (a) Two legged stance, (b) Heel strike, (c) single legged stance, (d)
Swing phase, (e) Load of fracture.

Figure 12: Graph depicting applied load versus reaction strain on the implant for various gait phase. 1. Two legged stance, 2.
Terminal stance, 3. Heel strike, 4. Single legged stance, 5. Swing phase, 6. Initiation of fracture, 7. Load of fracture.

4 Conclusion and Discussion

It is found that the initiation of fracture occurs at a
load of 1600N and complete fracture occurs at 2000N for
the hip joint model, whereas for the optimized implant
the fracture begins at 2000N and complete fracture occurs
at 2400N. Hence the designed implant withstands better
stress/load compared to the natural human hip joint. Dis-
tribution of stress and strain for various phases of gait is
studied in both implant and the hip joint. It is found that
most of the stress applied is withheld at the neck region

of the implant without distributing it to the entire stem
portion of the implant.

The multi-disciplinary approach presented in this pa-
per is found to be suitable for the evaluation of stress-
strain behavior of both the hip joint and the prosthetic
hip implant components. The results were in accordance
with some previous data.

However, better results can be obtained if the bone is
modeled directly from imaging modalities such as CT or
MRI. Such models will be a better representation of the
real human hip joint. This study provides a non destruc-
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tive approach towards implant designing, but the actual
effectiveness can be determined only through laboratory
testing and clinical trials. Computer Analysis can also be
improved by using accurate values when considering ma-
terial properties. For example, the trabecular and cortical
bone regions have not been considered separately. Also,
by obtaining material properties from gray level values,
patient specific analysis can be done. Considerations like
frictional forces, anatomy of the joint and other surface
properties have not been considered in this analysis.

Considering the drastic increase in hip fractures over
the last few years, it is important to produce patient spe-
cific implants as hip fractures cause both loss of finances
and loss of life.

Figure 13: Optimized implant.

The 3D models are very useful in simulation of bone
fractures and internal fixations with implants. In this
work, the hip joint and implant model, developed in CA-
TIA software, help to understand how these structures
adapt to external forces disturbances25. This will help
the doctors to chose the optimal implant for a particular
patient.
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Mammographic Images using ANFIS
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Abstract

Background: Breast cancer is one of the leading cancers
in woman worldwide both in developed and developing na-
tions as per the records from World Health Organization.
Many studies have shown that mammography is very ef-
fective tool for the breast cancer diagnosis. Mass segmen-
tation plays an important step for the cancer detection.
Objective: The objective of the proposed method is to
segment the mass and to classify the mass with high ac-
curacy.
Methods: The segmentation includes two main steps.
First, a rough initial segmentation through iterative thresh-
olding, and second, an active contour based segmentation.

The relevant statistical features are extracted and the clas-
sification is done by using Adaptive Neuro Fuzzy Inference
System (ANFIS).
Results: The proposed mass detection scheme achieves
sensitivity of 87.5% and specificity of 100% for a set of
twenty two images. The overall segmentation accuracy
obtained is 91.30%.
Conclusions: This work appears to be of high clinical sig-
nificance since the mass detection plays an important role
in diagnosis of breast cancer.
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1 Introduction

Over the past two decades, cancer has been one of the
biggest threats to human life and it is expected to become
the leading cause of death over the next few decades. A
mammogram is an X-ray of the breast. One can diagnose
at very early stage and hence there is a chance for healthy
survival. Breast cancer can be traced from mammogram
before it can be felt. When mammography is combined
with clinical breast exam the chances for finding cancer
are even greater. For women with dense breast tissue,
digital mammography may be more accurate than stan-
dard mammography.

There are many other breast imaging tests that can
provide valuable information [1], however, these find dif-
ficult to tell the difference between dense breast tissue,
benign (non-cancerous) lumps and cancer. And, some-
times they miss tiny calcium deposits that are the earliest
sign of a tumour. Thus mammogram plays as a vital tool
in breast cancer detection and identification [2]. Mass
is defined as space occupying lesion that is described by
their shape and marginal properties. A benign is charac-
terized by smooth margination, whereas a malignancy is

characterized by an indistinct border that becomes more
spiculated with time.

Many researches were done to segment the mass in the
mammograms [3, 4, 5]. Of which Active contour based
segmentation provides the best way to segment the im-
ages whose background and foreground that are statisti-
cally different and homogeneous [6]. The contour based
segmentation retains the original information of region,
edge and shape of the mass [5] and [7].

The region based active contour [8] and [9] model holds
good than the edge based contour model [10]. Consider-
ing all the above advantages of the region based active
contour, the segmentation technique combines the classi-
cal segmentation technique with the region based active
contour.

The rest of the paper is organized as follows. Section 2
details about the proposed method of mass segmentation.
Section 3 discusses about the statistical features extrac-
tion and classification from the segmented images. Result
and discussion are drawn in Section 4. Conclusion is pro-
duced in Section 5.
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Figure 1: Block Diagram of the Proposed Mass Segmentation and Classification.

2 Proposed Method of Mass
Segmentation

Mammographic images are collected from the Imaging
centre, Coimbatore and from Mammographic Image Ana-
lysis Society (MIAS). The images are subjected to prepro-
cessing which includes cropping (256 X 256) and enhanced
by performing histogram equalization. Then the prepro-
cessed image is subjected to iterative active contour based
segmentation [11]. From the segmented image Gray Level
Co-occurrence Matrix (GLCM) are formulated. Features
are extracted from GLCM. These features are fed to the
ANFIS for classification.

The block diagram of the proposed iterative active con-
tour based segmentation and classification is shown in Fi-
gure 1. The result obtained in various stages of prepro-
cessing are depicted in Figure 2.

The pre-processed image and the iterative thresholded
image are shown in Figure 3 (a) and (b) respectively. The

average value of the maximum pixel and minimum pixel
value of the pre-processed image is set as initial threshold
value (T1). The value above T1 is set as foreground and
the value below T1 as background. The total number of
pixels in the foreground and the sum of all gray values of
fore ground is calculated. The total sum divided by the
number of pixels gives the average value of fore ground.

The above procedure is repeated for background.
Then the average value of the foreground and the back-
ground is calculated (T2). If the value of T1 is equal to
T2, then T2 is the final threshold value. If T1 is not equal
to T2, then T1 is assigned with T2.

The segmentation technique involves initialization of
the mask. The square mask of the size 111 x 111 is de-
fined within the mass. This mask is allowed to deform
until the minimum energy is encountered. Then, the bi-
nary segmented image is obtained.

Figure 4 shows the results obtained in various stages
of segmentation. This is mapped with the gray scale pre-

Figure 2: (a) Original Image, (b) Cropped Image and (c) Histogram Equalized Image.
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Figure 3: (a) Preprocessed Image and (b) Iterative Thresholded Image.

Figure 4: Image Results Obtained in Various Stages of Mass Segmentation.

processed image, and thus the gray level segmented image
is obtained as shown in Figure 5.

This method of segmentation is preferred as it holds
good when compared to the existing techniques like Fuzzy
C Means based segmentation and Level set based segmen-
tation [11].

3 Feature Extraction

From the gray level segmented image as shown in Fi-
gure 5 (b), GLCM are formulated. Initially four GLCM
matrices are formulated for 0 ◦, 45 ◦, 90 ◦ and 135 ◦ orienta-
tions. The average of the above four matrix is formulated
as resultant mean GLCM. From the formulated resultant
mean GLCM sixteen statistical features are extracted and
are listed in Table 1. From these sixteen features the opti-
mal features are obtained by calculating the variance and
the features with higher value of variance are selected and

are shown in Table 2. These include Contrast, Dissimi-
larity, Sum average, Sum variance and Auto correlation
[12]. For the remaining eleven features since the variance
is much lower (approximately equal to zero) and these
features are neglected.

4 Result and Discussion

The statistical features are extracted from 61 images.
Table 3 illustrates the number of images considered for
training and testing ANFIS classifier. Number of train-
ing samples considered are 39. For testing 22 samples
are considered. The membership functions are used to
convert the input values into fuzzy values. Various types
of membership function is used which includes triangu-
lar, trapezoidal, generalised bell, gaussian and gaussian2.
Among which the testing error for the triangular member-
ship function is 0.4603 which is lesser when compared with
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Figure 5: (a) Binary Segmented Image and (b) Gray Level Segmented Image.

other membership functions (0.5701-trapeziodal, 1.1941-
gbell, 0.8864-gaussian, and 1.483-gaussian2).

Table 2: Sample Features Extracted.

aaaaaaaaa

Image
Category

Features Normal
mdb047

Benign
mdb025

Malignant
mdb264

Contrast 0.3658 0.3125 0.7847
Dissimilarity 0.0550 0.0446 0.1202
Sum average 7.4156 7.0528 7.1306
Sum variance 97.8043 93.1580 92.7942
Auto correlation 34.1819 32.5812 32.6761

Figure 6: ANFIS-Classification Plot.

Table 1: Feature Selection from GLCM.

aaaaaaaaaaaaaaaa

Feature
Extracted from GLCM

Feature Reduction
Normal
mdb123

(x)

Benign
mdb69
(y)

Malignant
mdb267

(z)

Mean
M = (x + y + z)/3

Variance
|((M − x) + (M − y)+

+(M − z))/3|

Contrast 0.3806 0.4526 0.0732 0.2988 0.18
Correlation -1.3026 -1.2566 -1.2613 -1.2735 0.0194
Dissimilarity 0.0568 0.0709 1.0459 0.3904 0.4378
Energy 0.5347 0.4869 0.4844 0.502 0.01228
Entropy -0.4232 -0.3958 -0.3939 -0.4043 0.0117
Homogeneity 0.9922 0.9894 0.9869 0.9895 0.0054
Maximum Probability 0.6438 0.4977 0.5036 0.5483 0.0636
Sum average 9.0698 6.9194 7.1435 7.7109 1.0859
Sum variance 120.6634 90.7037 93.4084 101.5918 12.7143
Sum entropy 0.3298 0.4143 0.4213 0.3884 0.039
Difference variance 0.3806 0.4526 0.6032 0.4758 0.0789
Difference entropy 0.0618 0.0866 0.0990 0.0824 0.0138
Information measure of correlation 0.9844 0.9868 0.9867 0.9859 0.0010
Inverse difference normalized 0.9961 0.9950 0.9936 0.9949 0.0008
Inverse difference moment normalized 0.9966 0.9959 0.9945 0.9956 0.0005
Auto correlation 41.6196 31.8959 32.8250 35.4478 4.1145
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Hence triangular membership function is chosen. For
each input three triangular membership functions are
used. Total number of rules framed is 729. The classi-
fication result obtained through ANFIS is shown in the
Figure 6.

Table 3: Mass classification Result by ANFIS.

Image Category No. of
training

No. of
testing

Error

images images
Normal 16 7 0
Benign 13 8 2
Malignant 10 7 0

With the information available from Table 3, sensiti-
vity, specificity and overall accuracy of the proposed clas-
sification system are calculated by using the equations (1),
(2) and (3) respectively. These are used as performance
metrics for the classification. The values are tabulated in
Table 4.

Sensitivity =
Number of true positive decisions

Number of actual positive cases
× 100 (1)

Specificity =
Number of true negative decisions

Number of actual negative cases
× 100 (2)

Accuracy =
Number of correct decisions

Total number of cases
× 100 (3)

Table 4: Performance Metrics of the Classifier.

Metrics Value (%)
Sensitivity 87.5
Specificity 100
Accuracy (Overall) 91.30

The sensitivity obtained is 87.5%, the specificity ob-
tained is 100% and the overall classification accuracy ob-
tained through ANFIS is 91.30%.

5 Conclusion

In this paper a new computer aided mass segmentation
and classification scheme is proposed. Five statistical fea-
tures were selected for the classification of mass. The clas-
sification is done by using ANFIS. The implementation of
the proposed method was carried out using MATLAB.
Result shows that the suggested features can give accept-
able accuracy for the classification of mass. The result

shows that the overall accuracy is 91.30%. With increase
in the number of test samples the accuracy may still be
improved to a great extent.
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Abstract

Objective: The objective of this work is to develop ef-
ficient classification systems using intelligent computing
techniques for classification of normal and abnormal EEG
signals.
Methods: In this work, EEG recordings were carried out
on volunteers (N=170). The features for classification of
clinical EEG signals were extracted using wavelet transform
and the feature selection was carried out using Principal
Component Analysis. Intelligent techniques like Back Pro-
pagation Network (BPN), Adaptive Neuro-Fuzzy Inference
System (ANFIS), Particle Swarm Optimization Neural net-
work (PSONN) and Radial Basis function Neural network
(RBFNN) were trained for diagnosing seizures. Further,
the performance of the developed classifiers was compared.

Results: Results demonstrate that RBFNN classifies nor-
mal and abnormal EEG signals better than the other me-
thods. It appears that the RBFNN is able to detect Genera-
lized Tonic-Clonic Seizure (GTCS) more efficiently than the
Complex Partial Seizures (CPS). Positive predictive value
was better in PSONN and ANFIS than BPN method.
Conclusions: It appears that the combination of Wavelet
transform method and PCA derived features along with
RBFNN classifier is efficient for automated EEG signal clas-
sification.
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1 Introduction

Infections are important cause of epilepsy in develop-
ing countries, the frequency of which may differ widely
in different locations. Viral, bacterial, fungal and para-
sitic infections can result in epilepsy [1, 2]. For example,
the cytomegalovirus produces typical encephalitis with
fever, headache and seizures. Cytomegalovirus can cause
seizures in 4% to 11% of HIV patients. Herpes simplex
virus is a DNA virus that causes the most common form
of sporadic fatal encephalitis in children older than six
months and adults worldwide [1]. A seizure complication
of infection can consist of a single seizure or can go on to
become chronic epilepsy. Epilepsy is a neurological disor-
der characterised by recurring seizures. Like many other
neurological disorders epilepsy can be assessed by electro
encephalograms (EEG) [3]. EEG signals are difficult to
characterise since they are non-stationary and highly non-
linear. Since seizures occur irregularly and unpredictably,
automatic seizure detection in EEG recordings is highly
required [4].

Significant diagnostic information can be obtained
from the frequency distribution of epileptic EEG. A

method such as the wavelet transforms (WT) is power-
ful for extraction of diagnostic information from clinical
EEG signals [5]. WT is also appropriate for analysis of
non-stationary signals, and hence it is suitable for locat-
ing transient events. The features extracted using WT
can be used to analyze various transient events in biolog-
ical signals. Recently, work on time-frequency analysis of
EEG signals for detecting seizures using WT has been re-
ported [5, 6, 7, 8, 9]. Principal component analysis, or
PCA, is a technique that is widely used for applications
such as dimensionality reduction, lossy data compression,
feature extraction, and data visualization. PCA is a sta-
tistical method used to transform the input space into a
new lower dimensional space. PCA technique has been
investigated before by researchers for signal and image
processing [10].

Neural networks are routinely employed in signal clas-
sification systems [11, 12, 13]. Fuzzy sets have attracted
the growing attention and interest in modern information
technology, production technique, decision making, pat-
tern recognition, diagnostics, data analysis, etc. [14, 15].
In recent years, the integration of neural networks and
fuzzy logic has given birth to new research into Neuro-
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fuzzy systems. As a result, those systems can utilize lin-
guistic information from the human expert as well as mea-
sured data during modeling. Such applications have been
developed for signal processing, automatic control, infor-
mation retrieval, database management and data classifi-
cation [16, 17, 18, 19, 20, 21]. Successful implementations
of ANFIS in biomedical engineering have been reported,
for classification [10, 16, 18], for modeling and controlling
real systems [21] and data analysis [22]. Particle swarm
optimization (PSO) is an evolutionary optimization tech-
nique motivated by the simulation of social behavior [23].

Radial basis function (RBF) neural networks are good
at modeling nonlinear data and can be trained in one stage
rather than using an iterative process as in multilayer per-
ceptron and also learn the given application quickly. En-
rico [24] surveyed the different interpretations of radial ba-
sis function neural networks in order to emphasize their
relevant properties and concluded that medical applica-
tions usually used radial basis function neural networks.
Recently, there is a growing interest in the use of RBFNN
for its short training time and being guaranteed to reach
the global minimum of error surface during training [25].
There are several reports regarding the use of RBFNN for
solving classification problems [26, 27, 28, 29]. Addition-
ally, this network is inherently well suited for classifica-
tion, because it naturally uses unsupervised learning to
cluster the input data [30, 31].

This paper aims to extract features from EEG signals
using WT and feature selection is performed using PCA.
Further, classification systems for diagnosis of normal and
abnormal EEG signals have been developed using ANFIS,
PSONN and RBFNN techniques.

2 Methodology

This paper will focus on an automatic diagnosis sys-
tem to classify the normal and epileptic seizure EEG sig-
nals. This system consists of two stages. The first stage
is the feature extraction from EEG signals and the se-
cond stage is the classification of EEG signals based on
the computed features. Figure 1 shows the block diagram
of the proposed methodology.

In this work, EEG recordings are carried out on vo-
lunteers (N=170). This dataset includes 60 subjects diag-
nosed as normal, 60 subjects diagnosed with generalized
tonic clonic seizures and 50 subjects diagnosed with com-

plex partial seizures. The typical normal and abnormal
EEG signals are shown in Figures 2, 3 and 4.

2.1 Subjects and Data Recording

Subjects within the age group of 21 to 40 were selected
for this study. The EEG was collected using Nihon Ko-
hden digital EEG system comprising of a data acquisition
system, signal processor and a personal computer from Sri
Ramachandra Medical University and Research Institute,
Chennai. The 10 second scalp EEG data used in this study
was sampled at a rate of 500 Hz after filtering between 1
and 70 Hz. A bipolar electrode montage of 16 channels
was used in the analysis. The EEGs were recorded with
Ag/AgCl electrodes placed at the F4, C4, P4, O2, F3, C3,
P3, O1, Fp2, F8, T4, T6, Fp1, F7, T3, and T5, loci of the
10–20 International System. Impedance was kept below
5 kΩ to avoid polarization effects. All data were stored
for off-line processing. All EEGs with artifact, electrode
movement and bursts of alpha waves were discarded.

2.2 Visual Inspection and Validation

Two EEG technologists with experience in the clinical
seizure EEG signals separately inspected every recording
included in this study to score clinical seizure and normal
signals. The two experts revised the signals together to
solve disagreements and set up the training set for the
development of the classification systems. They also ex-
amined each recording completely for epileptic seizures.
This validated set provided the reference evaluation to es-
timate the performance of the classifiers.

2.3 Wavelet Analysis and Feature
Extraction

2.3.1 Artifact Removal from EEG Signals

The presence of artifacts in the signals is one of the ma-
jor difficulties in analysis of EEG signals. This nature of
disturbance is a serious obstructing factor that prohibits
further processing to identify useful diagnostic features.
Artifacts in EEG are commonly handled by discarding
the affected segments of EEG. The simplest approach is to
discard a fixed length segment, perhaps one second, from

Figure 1: Schematic of the EEG signal classification system.
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Figure 2: Normal EEG signal.

Figure 3: Generalised tonic-clonic seizure EEG signal.

the time an artifact is detected. Discarding segments of
EEG data with artifacts can greatly decrease the amount
of data available for analysis. Since the frequency bands of
these noises may overlap with the seizure signal, conven-
tional method of using filters was not suitable for removal
of noise. In this work, DWT based denoising technique,
namely wavelet shrinkage denoising was used [31].

2.3.2 Multiresolution Decomposition of EEG Signals

The Discrete Wavelet Transform (DWT) is a versatile
signal processing tool that analyzes the signal at differ-
ent frequency bands, with different resolutions by decom-
posing the signal into a coarse approximation and detail
information [32]. We visually inspect the data first, and
if the data is discontinuous, Haar or other sharp wavelet
functions are applied [33] or else a smoother wavelet can

be employed. Usually, tests are performed with different
types of wavelets and the one which gives maximum effi-
ciency is selected for the particular application.

Table 1: Frequencies corresponding to different levels of de-
composition.

Decomposed signal Frequency range (Hz)
D1 125 – 250
D2 62.5 – 125
D3 31.25 – 62.5
D4 15.625 – 31.25
D5 7.8125 – 15.625
D6 3.9063 – 7.8125
D7 1.9531 – 3.9063
D8 0.9766 – 1.9531
A8 0 – 0.9766
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Figure 4: Complex partial seizure EEG signal.

In this study Quadratic spline wavelet is chosen. The
levels are chosen such that those parts of the signal that
correlate well with the frequencies required for classifica-
tion of the signal are retained in the wavelet coefficients.
Since the EEG signals do not have any useful frequency
components above 30 Hz, the number of levels was chosen
to be 8. Thus the signal is decomposed into the details
D1–D8 and one final approximation, A8 [27]. The ranges
of various frequency bands are shown in Table 1.

2.3.3 Feature Extraction

The extracted wavelet coefficients provide a compact
representation that shows the energy distribution of the
signal in time and frequency. It is anticipated that the
coefficients of the seizure frequency spectrum ranges from
0.5 to 30 Hz. So the coefficients corresponding to the fre-
quency bands, D1- D3 were discarded, thus reducing the
number of feature vectors representing the signal. In or-
der to further reduce the dimensionality of the extracted
feature vectors, Gotman [34] features and some statisti-
cal features are used from the wavelet coefficients. These
feature vectors, calculated for the frequency bands D4–D8
and A8, is used for classification of the EEG signals.

2.4 Intelligent Computing Techniques

2.4.1 Adaptive Neuro-Fuzzy Inference system
(ANFIS)

ANFIS was first introduced by Jang in 1993 [20].
It is a model that maps inputs through input member-
ship functions (MFs) and associated parameters, and then
through output MFs to outputs. We consider one degree
of Sugeno’s function [18] that is adopted to depict the
fuzzy rule. Hence, the rule base will contain two fuzzy
if–then rules as shown in equations (1) and (2):

Rule 1 : if x is A1 and y is B1 then f = p1x + q1y + r1. (1)
Rule 2 : if x is A2 and y is B2 then f = p2x + q2y + r2. (2)

where x and y are the inputs, Ai and Bi are the fuzzy
sets, fi are the outputs within the fuzzy region specified
by the fuzzy rule, pi, qi and ri are the design parameters
that are determined during the training process.

2.4.2 Particle Swarm Optimization Neural Network
(PSONN)

The PSO algorithm is a population based search algo-
rithm based on social behavior of birds within a flock. A
swarm consists of a set of ‘N’ particles where each particle
represents a potential solution. Particles are then flown
through the hyperspace, where the position of each par-
ticle is changed according to its own experience and that
of its neighbors.

In the original formulation of PSO [23], each particle
is defined as a potential solution to the problem in a D-
dimensional space and each particle maintains a memory
of its previous best position. The particle position with
the highest fitness value for the entire run is called the
global best.

At each of the iteration the velocity vector (Vi) of par-
ticle is adjusted based on its best solution and the best
solution of its neighbors. The position (xi)of the velocity
adjustment made by the particle’s previous best position
is called the cognition component and the position of the
velocity adjustments using the global best is called the
social component. The PSO equations described in [21]
are

Vi(t + 1) = wVid(t) + c1r1(. . .) ∗ (pid(t) − xid(t)) +

+ c2r2(. . .) ∗ (pgd(t) − xid(t)) (3)
xid(t + 1) = xid(t) + Vid(t) (4)
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where w is the inertia weight, c1 and c2 are positive accel-
eration constants. The velocity vector drives the optimiza-
tion process and reflects socially exchanged information.

2.4.3 Radial Basis Function Neural Network
(RBFNN)

The radial basis function network (RBFN) is a mul-
tilayer feed forward neural network, which consists of an
input layer of source nodes, a layer of non linear hidden
units that operate as kernel nodes and an output layer of
linear weights. In response to an input vector, the outputs
of the hidden layer are linearly combined to form the net-
work response that is processed with a desired response to
the output layer. The weights are trained in a supervised
fashion using an appropriate linear method [35]. An acti-
vation function for a hidden layer node is a locally radial
symmetric function.

2.5 Performance Analysis

The performance of the developed classifiers was es-
timated using False Positive (FP), False Negative (FN),
True Positive (TP) and True Negative (TN) values [10].
Classification of a normal data as abnormal is considered

as FP and classification of abnormal data as normal is con-
sidered FN. TP and TN are the cases where the abnormal
is classified as abnormal and normal is classified as normal
respectively. The accuracy, sensitivity, specificity, positive
predictive value and negative predictive value were esti-
mated using the following relations as shown in equations:

Accuracy = (TP + TN) / (TP + FP + TN + FN) (5)
Sensitivity = TP / (TP + FN) (6)
Specificity = TN / (TN + FP) (7)

False Positive Rate = FP / (TN + FP) (8)
Positive Predictive Value = TP / (TP + FP) (9)

Negative Predictive Value = TN / (TN + FN) (10)

Accuracy is the representation of classifier perfor-
mance in global sense. Sensitivity and specificity are the
proportions of abnormal data classified as abnormal, nor-
mal data classified as normal respectively.

3 Results and Discussion

The EEG signals were decomposed into details D1–D8
and one final approximation A8 using wavelet transforms.
The features like energy, entropy, Hurst exponent, Largest

Table 2: Descriptive statistics of the decomposition level 6.

Sl. No D6 Feature
Normal (60) GTC (60) CPS (50)

p-value
Mean ± SD Mean ± SD Mean ± SD

1 Energy 0.13 ± 0.08 0.07 ± 0.001 0.06 ± 0.01 0.0006
2 Max 0.15 ± 0.06 0.17 ± 0.107 0.16 ± 0.14 0.0001
3 Min 0.50 ± 0.19 0.30 ± 0.209 0.17 ± 0.16 0.0195
4 Mean -0.15 ± 0.001 0.03 ± 0.03 0.02 ± 0.001 0.0032
5 Standard deviation 0.35 ± 0.12 0.19 ± 0.11 0.17 ± 0.13 0.0055
6 Variance 0.14 ± 0.09 0.07 ± 0.009 0.06 ± 0.009 0.0008
7 Hurst 0.94 ± 0.02 0.94 ± 0.02 0.91 ± 0.03 0.0198
8 Entropy 0.13 ± 0.02 0.08 ± 0.012 0.095 ± 0.014 0.0003
9 Pyy 0.24 ± 0.21 0.05 ± 0.02 0.03 ± 0.004 0.0056
10 Freq At Pyy 0.71 ± 0.13 0.70 ± 0.11 0.70 ± 0.11 0.0011
11 LLE 0.93 ± 0.02 0.91 ± 0.03 0.90 ± 0.04 0.0102

Table 3: Descriptive statistics of the decomposition level 7.

Sl. No D7 Feature
Normal (60) GTC (60) CPS (50)

p-value
Mean ± SD Mean ± SD Mean ± SD

1 Energy 0.07 ± 0.06 0.05 ± 0.01 0.05 ± 0.002 0.0136
2 Max 0.14 ± 0.07 0.16 ± 0.12 0.10 ± 0.08 0.0171
3 Min 0.43 ± 0.22 0.31 ± 0.26 0.18 ± 0.17 0.0107
4 Mean -0.08 ± 0.03 0.01 ± 0.01 0.04 ± 0.02 0.0013
5 Standard deviation 0.23 ± 0.09 0.14 ± 0.09 0.14 ± 0.11 0.0013
6 Variance 0.07 ± 0.07 0.07 ± 0.01 0.05 ± 0.004 0.0001
7 Hurst 0.95 ± 0.01 0.96 ± 0.01 0.95 ± 0.02 0.0059
8 Entropy -0.04 ± 0.02 0.05 ± 0.009 0.106 ± 0.015 0.0019
9 Pyy 0.10 ± 0.10 0.05 ± 0.03 0.03 ± 0.001 0.0005
10 Freq At Pyy 0.79 ± 0.15 0.80 ± 0.16 0.81 ± 0.16 0.0008
11 LLE 0.89 ± 0.03 0.88 ± 0.04 0.78 ± 0.04 0.0507
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Lyapunov exponent (LLE), maximum power of the spec-
trum, frequency at which maximum power exists and sta-
tistical features like mean, standard deviation, maximum
and minimum of the coefficients and variance were ex-
tracted. Totally 55 features were extracted for each sub-
ject. The statistical analysis on the extracted features
such as mean and standard deviation for level D6 and D7
is shown in Table 2 and Table 3.

Figure 5: Percentage variance for normal and abnormal sub-
jects for Quadratic Spline Wavelet.

Figure 6: Variation in Energy for both normal and abnormal
EEG at D6.

PCA based choice of wavelets and feature extrac-
tion: PCA was applied for selection of wavelet and fea-
ture reduction. The original feature space consists of 55
EEG features which included frequency domain features,
the statistical features and the nonlinear features obtained
from normal and clinical seizure subjects from the dif-
ferent types of wavelets like Haar, db2, db4, db5 and
quadratic spline. Some of the methods like Correlation-
based Feature Selection [36], Chi-square Feature Evalua-
tion [36] does not perform feature selection but only fea-
ture ranking, and they are usually combined with another

method when one needs to find out the appropriate num-
ber of attributes. PCA is used to make a classifier sys-
tem more effective, having less computational complexity,
and less time consumption. Hence the dataset obtained
from the EEG containing 55 parameters for five types of
wavelets were subjected to PCA. The Principal Compo-
nents obtained from PCA were analyzed for ranking the
most significant wavelet and features. When PCA was
applied, it was observed that the features derived out of
quadratic spline wavelet had the maximum variance than
the other wavelets used. The percentage variance of the
extracted features of normal and abnormal subjects for
the quadratic spline wavelet is plotted in Figure 5. Hence
quadratic spline wavelet features were considered for fur-
ther analysis.

Figure 7: Variation in Energy for both normal and abnormal
EEG at D7.

Figure 8: Variation in Minimum for both normal and abnormal
EEG at D6.

Qualitative assessment of features: One of the sim-
plest linear statistics that may be used for investigating
the dynamics underlying the clinical EEG is the variance
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of the signal calculated in consecutive non overlapping
windows. The various features obtained from the wavelet
decomposition were correlated with the variance of the
original signal. It was observed from Table 4 that at level
D4, D5 and at D8, there were poor correlation values for
normal and abnormal features. In level D6 and D7 the
correlation of certain features with variance was higher
than the other levels of decomposition. The Features like
energy, minimum, standard deviation and the entropy of
DWT coefficients have very high correlation with high sig-
nificance (p < 0.001).

Figure 9: Variation in Minimum for both normal and abnormal
EEG at D7.

Figure 10: Variation in standard deviation at D6.

Figures 6 and 7 shows the variation in energy with
the variance of the original signal for normal and abnor-
mal subjects in levels D6 and D7 respectively. It was
observed that the energy correlates well with the variance
in level D6 and D7. A high degree of correlation (R=0.95)

is found for abnormal subjects in level D6. Figure 8 and
9 show the variation in minimum value with the variance
of the original signal for normal and abnormal subjects
respectively. A high degree of correlation (R=0.95) was
found for abnormal subjects in level D6. It was found that
correlation of minimum value with variance was more in
abnormal than normals. The variation in measured Stan-
dard deviation values of decomposed wavelet coefficient
with values of variance for normal and abnormal subjects
is shown in Figures 10 and 11 respectively. A high degree
of correlation (R=0.97) was found for abnormal subjects
in level D7. It was found that correlation of standard de-
viation value with variance is more in abnormal subjects
than normal subjects.

Figure 11: Variation in standard deviation at D7.

Figure 12: Variation in Entropy for both normal and abnormal
EEG at D6.

The variation in Entropy values of wavelet coefficient
with values of variance for normal and abnormal subjects
is shown in Figures 12 and 13 respectively. Entropy is
a measure of the disorder present in a system. The ne-
gative value of the entropy of the Abnormal EEG shows
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that there is a move towards ordered state. From Figures
12 and 13, it is seen that the correlation between entropy
and variance for normal subjects is lower (R=0.88, 0.91)
stating that the signals are deterministic and for abnormal
subjects the correlation values were found to be (R=0.98,
0.96) higher. Among the entire parameters mean, Hurst
exponent, frequency at maximum power of the spectrum
and largest Lyapunov exponent show poor degrees of cor-
relation. Thus the parameters Energy, minimum, stan-
dard deviation and entropy derived from approximated
coefficients seems to be useful parameters to differentiate
normal and abnormal.

Figure 13: Variation in Entropy for both normal and abnormal
EEG at D7.

The percentage variances between the various
quadratic spline wavelet features were estimated for the
normal and abnormal subjects. The Principal Com-
ponents that explain the maximum percentage variance
were chosen and the corresponding component magni-
tudes were analyzed. The parameters with highest mag-
nitudes in the loadings of the Principal Components were
chosen for further classification and are shown in Table 5.

Performance of the intelligent computing tech-
niques Tables 6 and 7 show the performance compari-
son of all the methods without PCA and with PCA based
features. It was found that RBFNN classifies EEG sig-
nals better than the other methods for all features and
PCA based features. Positive predictive value was better
in PSONN and ANFIS than BPN method. It is clearly
seen that RBFNN has better accuracy when compared
with the other classifiers. These results indicate that the
proposed RBFNN model has a potential in clinical seizure
detection. Table 8 shows the comparison of classification
accuracy with PCA based features for normal EEG and
different types of seizure EEG signals.

4 Conclusions

In this study, normal and seizure EEG features were
extracted using quadratic spline wavelet. The appropriate
feature components were delineated and the correspond-
ing statistical parameters were computed. In this work,
clinical EEG signals were classified into normal and abnor-
mal, using intelligent computing techniques. The perfor-
mance of the developed classifiers was assessed and com-
pared using sensitivity, specificity, positive predictive and
negative predictive values. The conclusions were drawn af-
ter meticulous experimentation on best architecture, num-
ber of hidden neurons required and performance goal. It
was observed that the RBFNN has better classification ac-
curacy when compared to BPN, ANFIS and PSONN. The
value of specificity shows that RBFNN classifies abnormal
data more accurately than ANFIS and back propagation
network. The positive predictive value suggests that the
classification of EEG signals into normal is higher in the
RBFNN than that of the other classifiers used in this
study. The negative predictive value indicates that the
back propagation network diagnoses the abnormal data
more correctly than the normal data. It was found that
the RBFNN classifies Generalized Tonic Clonic seizure
better than the complex partial seizure and normal EEG

Table 4: The correlation coefficient of variance and wavelet derived features for level D4 – D8.

Features
D4 D5 D6 D7 D8

N A p N A p N A p N A p N A p
Energy 0.84 0.85 0.0096 0.87 0.84 0.0101 0.89 0.95 0.0039 0.85 0.89 0.0027 0.75 0.88 0.2788
Maximum 0.89 0.84 0.0206 0.93 0.57 0.1777 0.83 0.93 0.6657 0.93 0.94 0.5877 0.83 0.92 0.8744
Minimum 0.96 0.84 0.0025 0.97 0.76 0.3654 0.84 0.95 0.0011 0.88 0.93 0.0001 0.39 0.76 0.0004
Mean 0.38 0.16 0.0091 0.21 0.38 0.4621 0.43 0.57 0.9849 0.93 0.93 0.7396 0.92 0.65 0.2231
Std 0.83 0.96 0.0002 0.87 0.86 0.0001 0.88 0.96 0.0021 0.93 0.97 0.0001 0.48 0.95 0.2992
Variance 0.93 0.97 0.0046 0.90 0.85 0.0001 0.81 0.93 0.0031 0.66 0.73 0.0008 0.61 0.65 0.0001
Hurst 0.39 0.19 0.5256 0.85 0.43 0.5646 0.46 0.74 0.0030 0.39 0.67 0.0001 0.93 0.86 0.3333
Entropy 0.85 0.96 0.6977 0.82 0.87 0.0001 0.88 0.98 0.0086 0.91 0.96 0.0167 0.87 0.73 0.0179
Pyy 0.64 0.42 0.5088 0.89 0.69 0.1416 0.89 0.99 0.1388 0.97 0.41 0.0046 0.91 0.28 0.0048
Freq at Pyy 0.30 0.04 0.0001 0.79 0.18 0.3092 0.88 0.77 0.0249 0.28 0.42 0.7906 0.99 0.11 0.3215
LLE 0.30 0.06 0.0239 0.64 0.19 0.9153 0.91 0.72 0.0870 0.76 0.85 0.0081 0.76 0.33 0.0897
N=Normal, A=Abnormal, p=pvalue D4 – D8 decomposed levels of wavelet transform
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Table 5: Component Magnitudes in PC1 and the corresponding features for Normal and seizure EEG.

Component Magnitude Sub-band Corresponding features in the dataset
PC(13) 0.199 D6,D7 Minimum of absolute value
PC(32) 0.196 D6,D7 Energy
PC(18) 0.195 D6,D7 Entropy
PC(35) 0.193 D6,D7 Standard deviation

Table 6: Comparison of Performance of the methods with all features.

Indices BPN (%) ANFIS (%) PSONN (%) RBFNN (%)
Accuracy 73 79 81 85
Sensitivity (True positive rate) 66 74 80 76
Specificity 83 87 83 100
False positive rate ( 1-specificity) 17 13 17 0
Positive Predictive Value 90 90 89 100
Negative Predictive Value 60 67 71 71

Table 7: Comparison of classification performance with PCA based features.

Indices BPN (%) ANFIS (%) PSONN (%) RBFNN (%)
Accuracy 89 93 94 99
Sensitivity (True positive rate) 96 90 92 98
Specificity 80 97 97 100
False positive rate ( 1-specificity) 20 3 3 0
Positive Predictive Value 86 98 98 100
Negative Predictive Value 93 85 88 97

signals. The proposed methodology makes it possible as a
real-time detector, which will improve the clinical service
of Electroencephalographic recording. Hence the combi-
nation of Wavelet transform method and PCA derived
features pertaining to normal and seizure EEG along with
RBFNN based classification appears to be efficient for au-
tomated EEG signal classification.

Table 8: Comparison of classification accuracy with PCA
based features for normal EEG and different types of seizure
EEG signals.

Algorithm NORMAL GTCS CPS
BPN 93.3 86.7 85
RBFNN 100 96.7 100
ANFIS 96.7 90 90
PSONN 96.7 93.3 90
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Abstract

Background and Objectives: Semen analysis plays a vi-
tal role in understanding the healthy state of the sperm in
men. The computer aided semen quantification technique
quantifies the quality of the sperm from the semen sam-
ple which is digitally sampled and processed using digital
image processing technique.
Methods: The semen samples were collected from 402 in-
fertile men aged between 25-50 years. Similarly 25 sam-
ples were collected from the age matched healthy fertile
men (control group) as per the diagnostic report from the
physician. A total of 427 samples used in this study were
analyzed using traditional manual method (ground truth)
and the proposed automated method based on the image
processing algorithm.
Results: Conventional semen analysis procedure was per-
formed manually after liquefaction of the samples.

The parameters such as morphology, sperm count and
motility types were determined and compared between ma-
nual and automated methods. We have achieved a signi-
ficant repeatability and reproducibility of the results using
the automated method. Automated method has demon-
strated to be computationally efficient and it required less
amount of time to process any given field of view. It is
also less susceptible to any rater bias for the analyzed field
of view and the results were comparable with the manual
method.
Conclusions: In this article we describe the developmental
stages involved in the semen analysis, custom built auto-
mated image analysis protocol and the report generation
based on the parameters involving sperm count and moti-
lity types.
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1 Introduction

The responsibility of infertility falls on both male and
female factors, a single and major male factor involved in
infertility associated with spermatozoa [1]. Evaluation of
sperm count, morphology and its motility are very useful
factors in the diagnosis of male infertility. Manual method
of semen analysis is rather subjective technique, time con-
suming and often show large inter-laboratory variations
[2]. Computer based sperm analysis methods are classical
ways to determine the potential fertility of boars [3]. The
four major factors which have to be considered during the
evaluation of boar are sperm quality, concentration, moti-

lity and acrosome integrity [4]. Image processing tech-
niques were used for a rapid and reproducible report on
the structural and functional evaluation of spermatozoa
by fully automated methods. Computer-Assisted sperm
analysis systems provide a rapid and automated assess-
ment of the sperm characteristics, together with improved
standardization and quality control [5].

In this work, the spermatozoa and its motility were
captured using high resolution digital video camera. The
captured video was converted in to image frames and
was subjected to object tracking image processing algo-
rithms to study the sperm structural and functional char-
acteristics [1]. Sperm motility was studied according to
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the guidelines from World Health Organization (WHO)
[6]. The specific morphological characteristics such as,
the count and the percentage of motility of the individual
spermatozoa were assessed. The procedure was repeated
with different samples and the results were recorded.
Aliquots of the same semen samples were analyzed simul-
taneously by manual method. The results were recorded
for both manual and the computer assisted method for
further validation.

2 Materials and Methods

The samples were collected freshly after 3 days of
absitinance period by strictly following standards of the
World Health Organization. These samples were collected
from infertility clinic (Rajah Muthiah Medical College
Hospital) between the periods from February 2008 till
March 2010. A total 427 samples were collected, among
them 402 were infertile and 25 are healthy controls with
the mean age of 37.5± 12.5.

2.1 Conventional Semen Analysis

It was clearly explained to the individuals concern,
about cleaning the hands, external genitalia and the col-
lection procedure of semen. The samples were collected
by masturbation after passing the urine. The ejaculated
semen was collected in a sterile wide mouth container and
the time of collection was recorded. Manual semen ana-
lysis was carried out with diluted semen in saline in the
proportion of 1:20 (0.02mL specimen mixed with 0.38mL
of saline), after liquefaction at a temperature of 37◦C for
30minutes. The morphology, motility, and parameters
such as the percentage of actively motile, sluggishly motile
and non-motile were observed using a wet mount prepa-
ration using high power objective. The total sperm count
was recorded using Neu baur Chamber after appropriate
dilution with semen diluting fluid.

2.2 Computerised Semen Analysis

The same samples were analyzed using computer based
semen analysis tool developed in-house for this project. A
wet mount was made using a drop of semen and focused
with high power objective of a trinocular microscope. The
video image of the sperms was captured using high resolu-
tion (8MP) digital camera with a frame rate of 25fps PAL
format fitted on the trinocular head of the microscope.
Using the video mode, the motility of the spermatozoa
was recorded. The illumination and brightness of the field
of view were kept uniform, to minimize the segmentation
error. The recorded video was processed sequentially and
each frame is considered as a single digital image. The
digital images were fed to the object tracking algorithm
(based on image indexing method) developed in MAT-
LAB environment. For each frame the segmentation of the
sperms were done as the initial step. Debris in the frame

was removed easily since the signal intensity of the debris
was not in the range of sperm. The Matlab based image
indexing method was used to separate different objects
(sperm, debris and background) in the image according
to their intensity distribution. The indexing method clus-
ters the image intensities according to the number of input
clusters given to the algorithm. These indexed sperms
were segmented and tracked on the neighboring frames
around a particular block of neighborhood. The distance
travelled by a particular sperm over the number of frames
enable to determine their types of motility. The Euclidean
distance was used to measure the distance travelled by the
sperm between the first and the last frame and their ve-
locity (distance*time (number of frames in this case)) had
been estimated to classify the sperm types. The parame-
ters such as number of sperms in a frame, motility (active
motile, sluggish, non-motile), total count and their per-
centage were calculated for each field of view. The ratio
of number of sperms to the distance travelled aided to
classify the indexed sperm into actively motile, sluggishly
motile and non-motile sperm. The intermediate group be-
tween the motile and non-motile is referred as sluggishly
motile.

Figure 1: Comparison of total sperm count in Oligospermic
semenbetween manual and automated methods.

3 Results

High resolution image of the spermatozoa in the se-
lected field of view helps to reduce the background and
to extract the clear boundary of the sperm. The sperms
present on each frame were segmented from the given field
of view initially and each of the frames was processed se-
quentially, which enabled to track the motion of individual
sperms from frame to frame. By calculating the distance
travelled by each sperm over a large dataset of frames for
a definite period of time we were able to determine the
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Figure 2: Percentage of sperms classified with respect to their type of motility using manual method for Oligospermic semen
analysis.

Figure 3: Percentage of sperms classified with respect to their type of motility using proposed automated method for Oligosper-
mic semen analysis.

motility associated with each sperm. Based on the de-
rived parameters an exact quantification of sperm count,
and their motility characteristics were determine. The ra-
tio of motile sperms to the total number of sperms in the
given field of view for the dataset enables to classify the
dataset into Azospermic, Oligospermic and Normospermic
and compared with the manual methods.

The results of Oligospermic semen analysis using the
automated method is comparable to the results obtained
by manual method. We have observed larger difference in
the total sperm count in 1st and 2nd aliquot using the ma-
nual method. In automated method we observe that the
results were reproducible, the difference in the 3rd and the
4th aliquot is significantly lesser than the difference ob-
tained in manual method. The difference observed in the
automated method might be contributed by artifacts oc-
curred during the video acquisition. However with second
aliquot the values of various parameters observed in the
manual method were not consistent with the 1st aliquot

(Figure 2), whereas the automated analysis yielded almost
a similar result both in the 3rd and 4th aliquot (Figure
3). The variations in the total sperm count in Oligosper-
mic semen analysis are illustrated in Figure 1 for manual
and automated methods. Similarly Figure 2 and 3 ex-
plain the intra assay differences of additional parameters
such as motility and abnormal forms in the manual and
automated methods respectively.

The difference exhibited with respect to the number
of sperms is clearly illustrated in Figure 4 for both ma-
nual and automated methods. The results of Normosper-
mic semen analysis proved that the automated method of
sperm count is comparable with the manual method (Ta-
ble: 1, aliquots 1 and 3). While comparing the 2 aliquots
of manual method we could observe the variability of the
parameter between the aliquots. This variation between
the aliquots (Table: 1 3rd and 4th aliquot) is not highly
pronounced in the automated method.
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Figure 4: Comparison of total sperm count in Normospermic
semen between manual and automated methods.

Similarly Figure 5 and 6 explain the intra assay dif-
ferences of additional parameters such as motility and ab-
normal forms in the manual and computerized methods
respectively. It was observed both in primary and in
repeated analysis of the same Normospermic semen by
computerized method showed almost consistent results,
whereas in the manual method have large variations and
are highly subjective.

In-house custom build software along with graphical
user interface (GUI) was designed specifically for this ap-
plication in Matlab shown in Figure 7. The GUI interface
contains the provision for loading the Image and running
the object tracking algorithm to calculate the motility of
the sperm and displaying the end results which can be
useful in day today routine clinical practice.

4 Discussion

The 427 study sample was divided into four equal
aliquots. After incubation for liquefaction, aliquots of
the same sample were simultaneously subjected to both
conventional and automated semen analysis procedure.

Aliquots one and three were analyzed by conventional and
automated method respectively. The same procedure was
repeated again for second and fourth aliquots to test for
reproducibility.

It was reported by Fereidoon et al., that the results
by human are prone to minimal errors and proved to be
a time consuming in a conventional sperm analysis per-
formed by a specialist under light microscope [1]. Slow
moving cells other than the motile sperms, image of cer-
tain debris and immotile sperms from which the sperms
must be differentiated which is not possible in manual
method causing these errors [7]. It is also difficult for the
specialist to keep track of all the moving objects and the
stationary debris at the same instant and it leads to signi-
ficant stress in the eyes of an observer. Therefore manual
method is rather subjective technique, time consuming
and often contributes to large inter- laboratory variations
[6] leading to difficulties in achieving the desired reliabi-
lity.

High quality input images are vital for the image pro-
cessing algorithm developed in MATLAB 6.5.1 software in
windows XP operating system on a Pentium IV personal
computer. With the above conditions being ideal, one
could estimate and quantify the sperm count, the struc-
tural variations, and type of motility using automated me-
thods. In this work the image of spermatozoa and its
movement along with other parameters were analyzed us-
ing high resolution video camera fitted with microscope.
Parameters such as sperm motility, type of motility, nor-
mal and abnormal forms of the above two methods were
compared. Results of semen analysis by manual method
were consistently difficult to maintain the reproducibility.

Normal and abnormal classifications were made based
on the results of the semen samples and the samples were
classified as Azospermia, Oligospermia and Normosper-
mia. On analysis of the repeated results on the parameters
of above three classes, we could able to observe a consis-
tent results both in Oligospermic and in Normospermic
semen using automated method. The values of the pa-
rameters estimated by manual method were inconsistent.
Preliminary study results illustrates that the use of auto-
mated semen analysis is more objective and reproducible
than technician based motility assessment. In future we
are aiming to capture the structural pattern and morpho-

Table 1: Normospermic semen analysis between manual and automated method.

Parameters analyzed Manual method Computerized method
1st aliquot 2nd aliquot 3rd aliquot 4th aliquot

Total sperm count 66 millions/ml 53 millions/ml 69 millions/ml 68 millions/ml
Actively motile (%) 70 61 78 77
Sluggishly motile (%) 12 19 10 12
Non motile (%) 18 20 12 14
Normal forms (%) 83 81 78 80
Abnormal forms (%) 17 19 22 20
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Figure 5: Percentage of sperms classified with respect to their motility using manual method for Normospermic semen analysis.

Figure 6: Percentage of sperms classified with respect to their motility using automated method for Normospermic semen
analysis.

logy of the sperm and estimate a feature space to segment
all types of sperms which can provides a better insight of
the structural and functional characteristics of the sperm.

5 Conclusion

In conclusion automated semen analysis provides ob-
jective results in minutes along with the report and its
user interface allow performing a complex operation in a
simpler way.

The physicians reviewed about its convenience to han-
dle multiple datasets in a given instant and its easier way
of generating the reports. On repetition of the experi-
ment on different samples the results were obtained with
acceptable variations.

Results were encouraging in Oligospermic and Nor-
mospermic samples. When the count was more than 80
million/ml (study under process results not given) a di-
lution technique was needed to reduce the overcrowding
of spermatozoa to get reproducible results. We propose
to further develop and enhance the features of this user-

friendly sperm analysis method with increasing the num-
ber of parameters like morphology, velocity of the sperm
in different concentrations, which will give a better under-
standing of the underlying principles of motility.
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Abstract

Background: 96-well microtiter plate assay are becom-
ing popular analytical procedures in laboratory and clinical
practices generating a demand for microtiter plate readers.
The present colorimetric and fluorimetric based microtiter
plate reader are efficient in general applications such as
measuring reflectance, absorbance, and optical density of
reaction mixtures. However, a dedicated system incorpo-
rating automation and computational techniques in specific
microtiter plate readers for Drug discovery and Microbial
viability, provides portability and compatibility with high-
throughput analysis at affordable cost.
Objective: To develop image-based reader system for
semi-quantitative measurements of transport assay per-
formed in microtiter plate. In this work, we focus on de-
duction of illumination source and classification of fluores-
cence emitted by transport assay using this microtiter plate
reader.
Method: We have taken the images of 96-well fluores-
cence efflux assay and developed an appropriate image
analysis system to read the individual well images and ca-
tegorize the results as fast efflux and slow efflux by the
classifier. The images exhibited non-uniform illumination
due to UV transilluminator, which then replaced by the
circuit of blue LED after performing a study on its classi-
fication performance.

Statistical descriptive features extracted from the image
are classified using k-means clustering technique. The pro-
posed system can be adapted to read any kind of microtiter
plate assay.
Results: For uniform illumination of the source, of both
UV transilluminator and blue LED, the color profile varied
in accord to reaction mixture concentration. For classifica-
tion performance of the source, out of four different images
at various intensities of illumination from blue LED circuit
controlled by potentiometer, the classification of efflux as-
say for image with maximum intensity gave high accuracy
than the rest. For classification performance of the clas-
sifier, out of 1920-sub-images, the classifier misclassifies
none.
Conclusion: For the microtiter plate reader, which classi-
fies the liquid transport assay as fast efflux or slow efflux,
the usage of UV transilluminator as illumination source is
limited due to its non-uniform illumination and blue LED
is apt for this application due its uniformity. The k-means
clustering technique had been effective for this application
when fed with statistical features describing the clusters.
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1 Introduction

Fluorescence is becoming a popular optical method of
chemical and biochemical analyses. Research laboratory
and Clinical laboratory procedures increasingly make use
of such methods. In this scenario, 96-well and 384-well
based high-throughput assays are useful in drug discovery,
microbial viability etc. The commercially popular read-
ers that depends on the individual well reading during
X-Y scanning is expensive and seriously limits the use of

this method for peripheral clinical facilities. Hence, there
is a need to develop instrumentation for microtiter plate
reader.

In a typical microtiter plate based fluorescence assays
in use, the reaction mixture is excited with a wavelength
which is in the far UV or Visible region and the emission
is measured in the visible range. In recent times, both
excitation and emission are preferred in the visible range
to reduce cost drastically, as LED sources have become
very cheap. Scanning mode in commercial machines is the

EJBI – Volume 9 (2013), Issue 2 c©2013 EuroMISE s.r.o.



Durai Arun et al. – An Image Based Microtiter Plate Reader System for 96-well Format Fluorescence Assays en59

one where the machines performs X-Y scan on each well
of the microtiter plate and profile the fluorescence, ab-
sorbance, optical density, and other methods of the assay
either by the pre-defined protocols or user-defined proto-
cols. Hence, imaging mode would provide further advan-
tage of cost and high throughput, than scanning mode of
reading. There are several image analysis techniques used
as in microscopy and gel documentation, but using that
along with specific image acquisition for fluorescence or
colorimetric assays in 96-well microtiter plate is the new
venture. The available image acquisition system can be
readily adapted for the microtiter plate imaging, but one
has to develop appropriate statistical and computational
methodologies for analyzing the data and convert the sig-
nal into useful outcome like concentration of an analyte
or rate of reactions or positive or negative. The require-
ments for image acquisition hardware and image analysis
systems could differ according to the need of application
[1].

The goal of the proposed reader system is to group
the samples in the image of 96-well microtiter plate assay
in any one of the two categories, based on the assay per-
formed. Gonzalez [2] and Shalkoff [3] have described in
detail identifying a pattern recognition problem and pro-
viding the solution to it, which in this case, is a two-class
pattern recognition problem. Statistical classification [4]
can classify a two-class pattern recognition problem ef-
ficiently when apt features form the feature space. The
challenge lies in finding the features, which shows the dis-
crimination of classes. The computational technique [5]
of extracting the useful features of the image helps in the
process of feature selection.

The proposed system has a wide area of application for
the assays performed in the 96-well microtiter plate when
the developed algorithm is adapted for requirements of
various assays. This enables the feasibility of a reader
system being fast, accurate, and adaptive to various envi-
ronments.

2 System Architecture

The Image analysis system developed to read the 96-
well microtiter plate has sub-systems as any computer
vision system [6] such as image acquisition, image pre-
processing, image segmentation, feature extraction, and
classifier. Here, the assay will provide the fluorescence
difference when illuminated by UV-light or by any blue
source in accord to the transport efflux. Wells’ fluores-
cence is classified either fast or slow efflux individually by
the classifier. As in [7], the architecture of the proposed
reader has image acquisition hardware and image analysis
software. The system architecture had underwent changes
with respective to the changes evolved in the requirements
of both in hardware and software. The system as in [7] had
the hardware wherein there was no optic system for the
magnification whereas an optic system is included for this
proposed imaging hardware. Moreover, usage of UV tran-

silluminator contributed non-uniform illumination over a
single microtiter plate, which led to the idea of altering
the source. In addition, we changed the number of classes
from four to two for the classification, due to the incor-
porated changes in assay. The assay now focuses only to
find, whether the sample shows a fast or slow efflux. The
image acquisition hardware [8] consists of the source and
the lens system to bring actual size of plate to the corre-
sponding image size in the acquired image. The image of
the microtiter plate acquired by the digital camera, led to
limited usage of the image pre-processing, for now. The
image segmentation sub-system’s goal is to segment the
single microtiter plate image into 96 sub-images. The fea-
ture extraction sub-system extracts the radiometric and
densitometric features [9] of the fluorescence sub-images.
The classification and the decision-making subsystem used
is k-means clustering technique.

3 Methodology

3.1 Image Acquisition and Segmentation

The image acquisition hardware used here is to ac-
quire the image of 96-well microtiter plate consists of a
source and three-lens system [8]. The source excites the
samples in the well when incident from below. The ex-
citation wavelength to read the fluorescence of the sam-
ples in assay used by fluorometer is 485 nm. The source
wavelength needed to excite the fluorescence assay lies in
the blue region of visible spectrum. Hence, the image
acquisition hardware of this system needs a UV transil-
luminator or Dark reader transilluminator or blue light
emitting diode (LED) [10] as a source. The three-lens
system used here is to bring the actual size of the object,
here the microtiter plate, to the image size of the object
in the image. The three-lens arrangement is plano-convex
lens, plano-convex lens, and plano-concave lens. From the
plano-concave lens, a digital camera acquires the input im-
age. An offline transfer of image was done from camera
to computer for further processing.

The image segmentation in this application needs to be
highly accurate since the region of interest is all over the
spatial area of the image. For feature extraction and clas-
sification, the system has to segment 96 individual wells
from the single microtiter plate image. The image of 96
well plate assay acquired by any source shows the order of
arrangement of wells having 8 rows and each row having
12 wells in it. The wells are cropped by finding the center
pixel of the respective wells and index of each wells are
assigned to the subscripts of 8 rows - 12 columns matrix
dimension. Figure 1 shows the UV excited plate and blue
light emitting diode excited plate along with its segmented
images respectively.

The UV transilluminator provides UV light as excita-
tion source and for blue light, a circuit was built with com-
mercially available blue light emitting diode (LED) such
as SMD 3528, which emits a narrow band of blue light
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Figure 1: Original and Segmented Images of Fluorescence Assay excited by UV Transilluminator and Blue LED.

from 445 nm to 495 nm with center wavelength 470 nm.
With the viewing angle of 120 degrees, the maximum lu-
minous intensity range of 3528 blue LED is 600mcd and
the maximum forward voltage range is 3.6V. The designed
circuit delivers the maximum luminosity emitted per LED.
Six LEDs per length and three LEDs per breadth are con-
nected, making the arrangement that two lengthier sides
have six LEDs each and two shorter sides have three LEDs
each. Hence, the total luminance provided by this source
is 100cd/m2. Figure 2 shows the 3528 SMD blue light
emitting diode source circuit designed for the 96-well mi-
crotiter plate to read the fluorescence assay.

Analysis of the illumination uniformity provided by
the source over all wells of a plate shows its suitability for
this application. An assay of fluorescein samples of con-
centration ranging from 100 nM to 5000 nM is prepared.
The variation in the concentration of the fluorescein dye
simulates the fluorescence emitted by the living microor-
ganism samples. The lower the concentration the more
blue the image will be and the higher the concentration
the more green the image will be. The fluorescence assay
is prepared in an arrangement such that every row and
column has samples of different fluorescein concentration.
This arrangement paved the way for the analysis of color
definition of different concentration to different position of
wells. Figure 3 shows the green component profile of plate

bearing different concentration irrespective of the position
of wells excited by UV and blue LED.

The characterization of the fluorescein sample is to
show higher green component for higher concentration
and should decrease as the fluorescein concentration low-
ers. On comparing the profiles of UV excitation and blue
LED excitation as shown in Figure 3, only the blue LED
excitation depicts the needed characterization. The vari-
ation in the green component profile of UV excited plate
is due to the arrangement of the quartz tubes present in
the UV transilluminator [11]. The blue LED source un-
like the transilluminator provided a uniform illumination
across the area beneath the plate and excites all wells with
it; hence, the color definition did vary in accord to the flu-
orescein concentration of the samples, irrespective to the
position of the wells. Therefore, the 3528 blue LED is the
suitable source than UV transilluminator for this fluores-
cence reading application.

3.2 Feature Extraction

Feature extraction is the process of extracting the in-
formation, which forms the input vector for the classifica-
tion engine. Nevertheless, this process is pre-ponded by
Feature selection, an analytic process that provides the
suitability of a data as an element of the input vector.
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Figure 2: Schematic of Circuit designed with SMD3528 LED as Source for the Reader System.

Metin et al [9] have discussed the possible features which
could be extracted from a fluorescence emitting images.
The Chromatin specific features are the area of objects,
integrated optical density, mean optical density, number
of regions, compactness, distance, and center of mass. The
radiometric and densitometric features are image bands,
intensity, optical density, and mean optical hue. Statis-
tical descriptive features, such as mean, median, mode,
maximum, and minimum from the optical intensity of the
pixels within the boundary pixels of the sub-images repre-
senting wells are extracted. Before performing the feature
extraction and classification, in accord to the assay, seg-
mented sub-images are re-assigned. The assay performed
in the 96-well plate, from Test 1 to Test 6 forms six groups
of samples, grouped as six different datasets for classifica-
tion. The numbering inside the fields is the indexing of the
wells of a 96-well plate in accord to the test performed.
Table 1 shows the indices of segmented sub-images re-
assigned as in the assay template for feature extraction
and classification. After finding the suitable features for
this application, the classifier classifies the generated fea-
ture vector.

The color variation is the most important event in
this application and any variability in intensity will af-
fect the system’s performance. The acquired image and
segmented sub-images are RGB color space based image.

The RGB color space is a three dimensional space, which
has highly correlated Red (R), Green (G) and Blue (B)
color vectors. The high correlation here means that if the
intensity changes, all three-color vector components will
change accordingly, known as ‘Brightness Effect’ [12]. For
feature vectors, the red, green, blue components are less
suitable, since visual enhancement is the focus of RGB
color space than image analysis. The measurement of a
color in RGB space does not represent color differences in
a uniform scale, which reduces the possibility of evaluat-
ing the similarity of two colors from their distance in RGB
space. The transformation of sub-images from RGB color
space to HSV color space [12], converts the high correl-
ative data to less correlative data. The HSV color space
is also a variant of HSI (Hue-Saturation-Intensity) color
space system.

The HSV color space system separates the color in-
formation and the intensity information from the image
where, Hue and Saturation describes the Color Informa-
tion and Value describes the Brightness Information. Hue
represents the basic colors and Saturation is the measure
of purity of color, which signifies the amount of white light
mixed with the Hue. The Hue in HSV modeled from the
Hue Color Wheel, defines any color in accord to its angle
in the wheel. The angle range for Green and Blue in the
Hue Color Wheel is 70 to 160 degrees and 165 to 240 de-
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Figure 3: Green Component Profile for different concentration and positions excited by UV Transilluminator and Blue LED.

grees respectively. In HSV color space, the Hue range of
Green and Blue is 0.2 to 0.4 and 0.45 to 0.7 respectively.

A fluorescein dye concentration simulates the color
variation depicted by the fluorescent transport liquid as-
say. Assays of fluorescein concentrations 100 nM, 500 nM,
1000 nM, 2500 nM, and 5000 nM are prepared in five dif-
ferent plates, filled in all wells, and excited by blue LED.
The color definition depicted due to fluorescence emitted
by 1000 nM fluorescein concentration is the minimum for
a fast transport efflux and fluorescence emitted by other

lower concentration than 1000 nM depicts the color defi-
nition of slow transport efflux. Figure 4 shows the Hue
average profile for different concentration, describing the
curves descending from blue region to green region of the
Hue in HSV in accord to its corresponding concentration.
The Hue profile shows the variation corresponding to the
concentration leading to its suitability as feature.

The developed system extracts color intensities from
the Hue component of segmented sub-images as features.
The features extracted are mean, median, mode, maxi-

Table 1: Template for Fluorescence Transport Liquid Assay in 96-well format.

Assay Test 1 Test 2 Test 3 Test 4 Test 5 Test 6
Plate Columns

1 2 3 4 5 6 7 8 9 10 11 12
Plate Rows

A 1 (B)* 2 (C)] 1 (B)* 2 (C) 1 (B)* 2 (C)] 1 (B)* 2 (C)] 1 (B)* 2 (C)] 1 (B)* 2 (C)]
B 3 4 3 4 3 4 3 4 3 4 3 4
C 5 6 5 6 5 6 5 6 5 6 5 6
D 7 8 7 8 7 8 7 8 7 8 7 8
E 9 10 9 10 9 10 9 10 9 10 9 10
F 11 12 11 12 11 12 11 12 11 12 11 12
G 13 14 13 14 13 14 13 14 13 14 13 14
H 15 16 15 16 15 16 15 16 15 16 15 16

*B – Blank ]C – Control
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Figure 4: Hue Profile for Different Fluorescein Concentration in nanomolar excited by BLue LED.

mum, and minimum are represented as fme, fmd, fmo,
fma and fmi respectively. With image I of size m ∗ n ∗ p
and segmented into sub-images of H{s}, where H rep-
resents the cell array, m represents rows, n represents
columns, p represents pages which corresponds to their
components and s represents the index of the sub-images,
the reader calculates the features. T1, T2, T3, T4, T5, and
T6 represents the test groups re-assigned from the single
cell array of H{s} having a dataset of 16 sub-images in
each groups. The index of the test groups is represented
by t, which varies from 1 to 16 and not exceeding that.
In the 3-page matrix of the HSV sub-images, converted
from the 3-page RGB sub-images, the first page of HSV
sub-image where p = 1 in the matrix m ∗n ∗ p, is the Hue
component represented as T{t}(x, y, 1) where T is any test
group. The x and y represents rows and columns of the
segmented sub-images. The formula to calculate mean is
given in equation (1).

fme =
1

t

16∑
t=1

[T{t}(x, y, 1)] . (1)

For median (fmd), the data are sorted in ascending or
descending order, and is calculated using equation (2).

fmd =
16∑
t=1

1

2

[
T

{
t

2

}
(x, y, 1) + T

{
t

2
+ 1

}
(x, y, 1)

]
.

(2)
Mode (fmo) as feature extracted from sub-images by

formula as in equation (3) where, l is the lower limit of
modal class, Fm is the frequency of modal class, Fpm is
the frequency of class preceding the modal class, Fcm is
the frequency of class succeeding the modal class, h is the
size of class interval. The above mentioned parameters
are derived from T{t}.

fmo(t) = l +

(
Fm − Fpm

2Fm − Fpm − Fcm

)
∗ h. (3)

The features maximum (fma) and minimum (fmi) are
obtained from the equations (4) and (5) respectively.

fma(t) = max
t=1 to 16

(T{t}) . (4)

fmi(t) = min
t=1 to 16

(T{t}) . (5)

The feature space is the vital factor, which determines
the efficiency of the classifying system. Hence, analyzing
the extracted statistical descriptive features of Hue by us-
ing different combination of the features and viewing it

c©2013 EuroMISE s.r.o. EJBI – Volume 9 (2013), Issue 2



en64 Durai Arun et al. – An Image Based Microtiter Plate Reader System for 96-well Format Fluorescence Assays

in its feature space gives the suitability of the features
as input feature vector in this classification. Figure 5
shows sample of different feature spaces of a test group
in single image of microtiter plate generated. The imple-
mentation of k-means clustering for features in different
feature spaces in an image comprising of six test groups,
tested the stability of the cluster formation leading to the
deduction of feature space for classification. The mea-
sure used in this deduction was, inter and intra cluster
distance obtained from the clustering and comparing the
labels of sub-images with assay template. From all other
feature spaces, we found that the maximum-minimum fea-
ture space with maximum of Hue of a sub-image as feature
vector 1 and minimum of Hue of a sub-image as feature
vector 2 gives the feature space suitable for an efficient
classification by giving us distant clusters with limited
over-fitting when analyzed with other images.

3.3 Classification

A classification technique depends on the requirements
of the pattern recognition problem. In this application,
the problem definition of pattern recognition is, it has
two-class classification with only optical intensity of sub-
images as data to extract the feature. The optical inten-
sity tends to vary at all times since living microorganism
is used in the fluorescence transport liquid assay which
reduces the probability of estimating the variation con-
tributed by it. Due to this problem, a fixed threshold or
adaptive threshold based classification for this two-class
classification is not possible when live samples contribute
to the unpredictable variation in data. Since this is a
two-class classification, a minimum distance classifier [13]
when fed with effective features that depicts distinct clus-
ters is enough. However, high throughput analyses are
in need in selecting such features which does not deviate
even when there is variability introduced by the living mi-
croorganism. The classification technique here used is the
k-means clustering technique [14].

The k-means clustering algorithm aims to minimize
the objective function as in (6) defined by the distance
metric of a data point and its corresponding cluster center.
The distance measure used in this application is Squared
Euclidean Distance.

J =

k∑
j=1

n∑
i=1

‖x(j)
i − cj‖2 (6)

The ‖x(j)
i − cj‖2 is the chosen distance measure be-

tween a data point x(j)
i and the corresponding cluster cen-

ter cj . The k-means algorithm is composed of the follow-
ing steps:

1. Initialize k center locations (i.e., c1, . . . , ck);

2. Assign each x
(j)
i to its nearest cluster center cj .

3. Update each cluster center cj as the mean of all x(j)
i

that have been assigned closest to it.

4. Recalculate the positions of the k centers.

5. Repeat steps 2, 3, and 4 until the centers no longer
move. This produces a separation of the objects into
groups from which the metric to be minimized can
be calculated.

K-means clustering are widely used for image segmen-
tation and when incorporated with feature sets it can clas-
sify [15, 16, 17]. The classification process for this appli-
cation starts from the acquisition of assay in microtiter
plate as an image I of size m∗n∗p. Then, the application
segments single image into 96 sub-images and place it in
the cell array H{s}. The H{s} is re-assigned in accord to
the assay template into six groups T1{t}, T2{t}, T3{t},
T4{t}, T5{t}, and T6{t}, with t being index of sub-images
in test groups.

The application transforms these test groups from
RGB color space to HSV color space and repre-
sented as TH1{t}, TH2{t}, TH3{t}, TH4{t}, TH5{t},
and TH6{t}. As discussed in Section 3.2, hue
component from the HSV sub-images, represented
as TH1{t}(x, y, 1), TH2{t}(x, y, 1), TH3{t}(x, y, 1),
TH4{t}(x, y, 1), TH5{t}(x, y, 1), and TH6{t}(x, y, 1) for
all the test groups.

Maximum-minimum features forms the feature space
extracted by the formulae as in (4) and (5) for the classi-
fication. fTH1

ma {t}, fTH2
ma {t}, fTH3

ma {t}, fTH4
ma {t}, fTH5

ma {t},
and fTH6

ma {t} represents the maximum of Hue for test
groups TH1{t}, TH2{t}, TH3{t}, TH4{t}, TH5{t},
and TH6{t} respectively, whereas, fTH1

mi {t}, fTH2
mi {t},

fTH3
mi {t}, fTH4

mi {t}, fTH5
mi {t}, and fTH6

mi {t}, represents the
minimum of Hue for the same. F1{t}, F2{t}, F3{t},
F4{t}, F5{t}, and F6{t} represents the feature space
of TH1{t}, TH2{t}, TH3{t}, TH4{t}, TH5{t}, and
TH6{t} respectively, generated as per general expression
F → f(v, w) where F is the feature space, f(., .) is the
function for feature elements v and w.

The function used in this application is to assign
the fma features as x-axis elements and fmi as y-axis
elements in the feature space of F . Hence, F1(t) →
f(fTH1

ma {t}, fTH1
mi {t}), F2(t) → f(fTH2

ma {t}, fTH2
mi {t}),

F3(t) → f(fTH3
ma {t}, fTH3

mi {t}), F4(t) →
f(fTH4

ma {t}, fTH4
mi {t}), F5(t) → f(fTH5

ma {t}, fTH5
mi {t}),

and F6(t)→ f(fTH6
ma {t}, fTH6

mi {t}).
These form as input to the k-means clustering with

the two as number of clusters for each test group classifi-
cation, represented by R for fast efflux and S for slow efflux
for this application. OH1{t}, OH2{t}, OH3{t}, OH4{t},
OH5{t}, and OH6{t}, represents six different test output
variables for the test groups TH1{t}, TH2{t}, TH3{t},
TH4{t}, TH5{t}, and TH6{t}, respectively. Let us rep-
resent k-means clustering based classification algorithm as
a function whose notation is as in (7).

Label = Kmeans(F, n) (7)

where, Label is the cluster label index assigned to data in-
dex, by the clustering technique, Kmeans represents the
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Figure 5: Different Feature Spaces Generated for Feature Selection.

function, F , the feature vector and n is the number of
clusters. The application uses the above function for all
test groups and obtains the cluster index.

OH1{t} = Kmeans(F1(t), 2) (8)
OH2{t} = Kmeans(F2(t), 2) (9)
OH3{t} = Kmeans(F3(t), 2) (10)
OH4{t} = Kmeans(F4(t), 2) (11)
OH5{t} = Kmeans(F5(t), 2) (12)
OH6{t} = Kmeans(F6(t), 2) (13)

The characters ‘R’ or ‘S’ representing fast and slow ef-
flux respectively, replaces the index of the output variable
of a single test assigned by k-means clustering. For each
test, the classification gives output variables, which then
re-assigned with indices along with content to a single
cell array. OH1{t}, OH2{t}, OH3{t}, OH4{t}, OH5{t},
and OH6{t}, the test output variables, is re-assigned in
to one single cell array O{s}, then re-ordered in matrix
order 8× 12, for it to be displayed as result to the user.

Figure 6 shows the detailed system architecture of the
reader system and a sample result along with the feature
space of Test 5 with its centroids calculated by k-means
clustering algorithm of the sample input image. There
were no errors in classification by this technique for clas-
sifying the fluorescein concentrations that simulates the
liquid transport assay, when Digital Camera was used for
image acquisition; also paved the way for the usage of
live samples such as Pathogens. Analyzing the variability
introduced by a microorganism will lead to the incorpo-
rating changes to the algorithm of this reader system.

4 Results and Discussion

The suitability of k-means clustering technique for mi-
crotiter plate reader, which is a two-class pattern recog-
nition application, depends on its accuracy and repro-
ducibility. The classifier’s accuracy was 100% when tested
with 20 microtiter plate images having a dataset of 1920
sub-images. In addition, the computational complexity
of the k-means algorithm was overcome by reducing the
dataset from 96 observations of a single image to 6 groups
with 16 observations in each group in a single classification
process which was discussed in Section 3.2 and Section 3.3.
Since the classification of the reader was accurate and re-
producible, an experiment is necessary to find when the
accuracy deters. The experiment was carried out by us-
ing four test images differed only by the source excitation
intensity.

As in Figure 2, the circuit of the SMD3528 blue LED
uses a square trim potentiometer of resistance range 2k
for intensity control. The electrical travel of the moving
arm inside this 2k square trim potentiometer causes the
variation in the driver current of the circuit due to change
in its resistance, which in turn controls the luminous in-
tensity of the source. The resolution having total pixels
around 9 megapixels and the image size are same in all
four different test images by the same imaging hardware,
here a digital camera. The acquisition conditions of the
test images are in detail as followed.

A blue filter placed below the microtiter plate filters
the source. In addition, 0% electrical travel of the 2k
square trim potentiometer allows maximum drive current
to the circuit providing maximum luminous intensity of
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Figure 6: System Architecture of Microtiter Plate Reader System with Sample Analysis Process.

the source to the microtiter plate. Then the image ac-
quired with these conditions by the digital camera having
9 megapixels CMOS sensor is the Test image 1. As of for
Test image 2, the conditions of Test image 1 are retained
except for the change in the filtration of the excitation
source which is, placing a green filter above the microtiter
plate along with the blue filter placed below it. Test image
3 has the conditions of the Test image 2 with change only
in the luminous intensity of the excitation source. The
change was to alter the electrical travel from 0% to 30%
2kΩ square trim potentiometer causing reduction in the
luminous intensity of the excitation source and acquire it
as an image. For the Test image 4, the change from Test
image 3 is only in electrical travel from 30% to 50% of the
intensity controlling 2kΩ square trim potentiometer.

Figure 7 shows the Test Images 1 to 4 fed to the reader
system as inputs. The Table 2 shows the classification ac-
curacy for the test images fed as input to the developed
system. From the Table 2 we see that Test images 1 and 2
offer an accuracy of 100% and reduced accuracy of other
two images due to the decrement in the excitation inten-
sity. Hence, we can deduce that an efficient classification
by this technique for this application, will be achieved, if
and only if with maximum intensity provided by the blue
LED source and the quality of the image is retained with
high resolution.

The usage of a statistical classifier such as k-means
clustering have been effective in this is two-class pattern
recognition application, even though the size of the classes
varies. Although class discrimination in this application
was challenging, the effectively selected feature space af-
ter the feature selection has overcome this and provided
a good dataset to k-means algorithm leading to the de-
velopment of an efficient microtiter plate reader. Compu-
tational statistical technique employed for the processes
of feature selection, feature extraction, and classification
from the sub-images of a single microtiter plate image had
given an advantage of simplicity to the system. The algo-
rithm of the reader has the facility to alter to the change
incorporated in need of the requirement. The require-
ment for alterability are mentioned here, the format of
microtiter plate used, automation of imaging, image seg-
mentation, number of classes in classification, and change
in the feature space.

In this image based analysis, quantification by mi-
crotiter assays is dependent on the resolution of the image
acquisition system as well as the image analysis method.
However, method as the one described will be of great
value for those assays having two-class classification prob-
lem such as appearance or disappearance of fluorescence
or a broad gradation of color intensity deciding the ana-
lyte’s range of concentration in a semi quantitative man-
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Figure 7: Test Images 1 to 4 of different Fluorescence Assays used for Performance Determinaton.

ner. When the image acquisition and software analysis
are in perfect, the system could come close to the cur-
rently available scanning mode reader’s performance with
the decisive advantage of low cost, a big boon to clinical
world.

5 Conclusions and Future Work

With the uniform illumination analysis and its depen-
dency in degradation of classification performance, for this
fluorescence assay it is deduced that, the SMD 3528 blue
LED is suitable as source for this application, along with
k-means clustering as the classification technique. This
microtiter plate reader provides the maximum accuracy
is achievable only when intensity of blue LED is max-

imum and the image quality retained as provided by a
9 megapixel-imaging sensor. The Future work is to ex-
periment with low imaging sensor acquisition hardwares.
In addition, to the above the goal is to achieve automa-
tion on imaging, image analysis and report generation. In
addition, the assay when excited by the wavelengths in
the visible-spectrum, captured as an image reduces the
complexity in need of any heavy equipment. This reader
system focused only on the 96-well format and easily alter-
able to any format, which is an advantage to this system.
Thus using an image analysis system for such biotechno-
logical assay reduces the time consumption, increases the
efficiency, and converts all information to electronic data.
The proposed imaging and image analysis system is very
essential in the health care facilities due to its low com-
plexity and cost effectiveness.

Table 2: Classification Accuracy of Different Assays.

Assay Specificity % Sensitivity % Accuracy %
Test Image 1 100 100 100
Test Image 2 100 100 100
Test Image 3 97.92 97.92 97.92
Test Image 4 93.75 93.75 93.75
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